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PREFACE

In recent years, attempts have been made to develop numerical models
for unsteady flows in channels with sediment transport. The work presented
in Reports KH-R43A and KH-R-43B was conducted to analyze two essential
ingredients of any numerical model: the relationship between the hydraulic
variables (slope, depth, and velocity), and the predictor of sediment
concentration.

Report KH-R43A presents a detailed analysis of the two components
and examines their role in numerical modeling. Six hydraulic relationships
and 13 sediment concentration predictors are examined and compared. New
relationships are then developed which appear to be more accurate than the
existing techniques. Finally, the new relationships are utilized in a
numerical unsteady flow, moveable bed model which uses a four—point implict
finite difference solution scheme. |

The data base utilized in the first report is presented in Report
KH-R-438. The data base contains 7,027 records (5,263 laboratory records
and 1,764 field records), in 77 data files. Not all records were used in
the final analyses, but they have been included in an attempt to provide a
historically complete set of alluvial channel observations.

The material presented in these reports is essentially the same as
the thesis submitted by the author in partial fulfillment of the require-
ments for the degree of Doctor of Philosophy. A common list of references,
with data sources separated from other references, has been included in

both reports.
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CHAPTER 1

INIRODUCTION

In the design and analysis of channels, one is often faced with the
problem of determining the depth of flow and sediment concentration
which occur in a channel with given bed slope, water discharge, and
bed-material properties. The most fundamental problem can be stated as:
given steady uniform flow, what depth and concentration can be expected?
A more complex question is: given a nonsteady inflow discharge and
concentration, what will be the time history of depth and concentration
along the channel? This latter question requires solution of a set of
differential equations which will include the possibility of scour and
deposition along the cﬁannel. This report primarily focuses on the
former question, but with a view toward ultimate solution of the latter,

Only sand-bed channels are considered.

1.1 Differential Equations

The problem of modeling scour and deposition in unsteady nonuniform
flows in a wide straight channel with a sand bed can be reduced to
solving three partial differential equations with two constitutive
relations, for a total of five unknowns. The equations can be written

in different forms with different sets of unknowns. One possible set of

unknown quantities consists of the mean flow velocity (u), the flow




depth (h), the mean sediment concentration (C), the friction slope (s),
and the bed elevation (z) relative to some horizontal datum, which are 3
all functions of the distance x along the channel and time t. The width
is presently assumed to be constant and the flow and bed conditions
uniform across the width. There are of course many field situations
where this is not true, but this additional complexity will be set aside
in this report.
The three conservation equations to be solved are (see Fig. 1.1),

the momentum equation (Ponce et al., 1979)

3z 4ah updn 1 814-_._.5_ -

ax ax g3x gat (1.1)

the continuity equation for water

3(hu) , B _ (1.2)

X ot

and, the continuity equation for sediment

P
- s 9z , 8{cuh) _ 3(Ch) _
(1 A)—p—at tee et s 0 (1.3)

where A = the porosity of bed sediment and p_ = mass density of sediment
particles. Because there are five dependent variables, but only three
equations so far, two more relations are needed for closure. These are
the equation for the friction slope as a function of flow and sediment

characteristics
S = function of {(u,h,t,...) (1.4)

and the sediment concentration relationship

C = function of (u,hstyen.) (1.5)




Figure 1.1 Definition sketch for equations of motion.
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1.2 Previous Research

Probably the most widely used model for solving these equations is
the Hydrologic Engineering Center (1976), HEC6 model. The ingredients
of the HEC6 are generally considered the current state—of-the-art,
although more recent work, such as that of Ponce et al, (1979) and Soni
(1980) has brought about improvements which are not yet widely used in
general engineering practice. The model of Chang (1976), for example,
is founded on basically the same principles as the HEC6 and shares some
of the problems, although more recently improvements have been made on
this model (Chang and Hill, 1981).

Since the HEC6 represents a state-of-the-art model, 1t is
worthwhile to discuss some problems that one might encounter for
situations involving rapidly changing flows:

(1) The "standard step method" (see e.g. Henderson, 1966) is used
to solve for the hydraulic parameters. This technique is,
strictly speaking, applicable only to steady nonuniform flow.
The technique assumes that the 3u/3t and 3h/5t terms in
Egs. 1.1 and 1.2, respectively, are small and can be
eliminated.

(2) The hydraulic equations and the sediment equations are not
coupled. For each step, first the hydraulic variables are
solved, and then the sediment discharge and bed changes are
calculated. Thus 3z/%%x in Eq. 1.1 is taken as the initial

value at the beginning of the time step.

(3) The slope is defined by a Manning equation, and values of
Manning n must be known or estimated at each cross-section.

(4) The user is offered a choice of three sediment relationships
(i.e. Eq. 1.5), but it is not clear what accuracy each
provides, or why one should be selected over another.

(5) Time is not included in any of the sediment transport
relationships. Therefore, disregarding armoring, every flow




is assumed to be carrying the equilibrium concentration for a
comparable steady, uniform flow, without any time lag for
particle settling or resuspension or adjustment during
transients or non—uniformities.

Despite its flaws, the HBEC6 model is very general in its
capability of accepting complicated geometry and flow obstructions such
as bridges. As such, 1t is tempting to apply it to a wide variety of
channels and flow situations. It is the writer's belief that
engineering models such as HEC6 should be applied with great care to

modeling applications involving rapidly varying flows, and that the

results should be viewed with considerable skepticism.

1.3 Scope of Study

Having considered the problems involved in formulating a numerical
model, we return to the problem of the formulation of the hydraulic and
sediment concentration relationships. Solutions to the differential
equations are meaningless without adequate formulations of these
relationships. Rather than formulate these relationships as represented
by Eqs.1.%4 and 1.5, a different approach will be taken, which will be
more useful for steady uniform flow, and can be applied as an
approximation for the unsteady case. For the uniform case, the
.assumption will be made that slope and unit discharge, q = uh, are known
and one wishes to find depth and concentration.

In order to examine previous definitions of these relationships a

large data base of both field and laboratory data was needed. The

establishment of such a data base is discussed in Chapter 2. In Chapter




3 six existing formulations of the hydraulic relationship are analyzed
to answer the question: can they be used to determine depth, given
slope and unit discharge? The data base was then used to develop a new
formulation of the hydraulic relationship, which is presented in Chapter
4 The data base was also used to examine existing definitions of

Eq. 1.5 (Chapter 5) and to develop a new definition of this relationship
(Chapter 6). Chapter 7 discusses solutions to the set of differential
equations which utilize the new formulations, and presents

recommendations for future work. A summary of the study and conclusions

are presented in Chapter 8.




(HAPIRR 2
DEVELOPMENT (F A DATA BASE

The analyses presented in this report required the establishment of
the large data base of both laboratory and field data which is presented
in Report KH-R~43B. The initial thought was that the data compendium of
Peterson and Howells (1973) could be used to supply the required data.
Unfortunately, in working with this data compendium, the writer
discovered a significant number of errors. Furthermore, additional data
were needed, particularly good field data.

Petersbn and Howells (1973) are to be commended for taking the
first step toward the development of a computerized data base. The task
of locating data and reducing it to a common set of variables and units
requires long hours of tedious work. The data collection of Peterson
and Howells is essentially an update of the data collection of Johnson
(1943). However, before any data set can be used with total
satisfaction, all of the errors must be eliminated.

A careful, item-by-item check suggests that four types of errors
were made in the preparation of the Peterson and Howells (1973)
compendiums:

(1) Incorrect individual entries == these entries usually have

incorrectly ordered digits or misplaced decimal points.

(2) Conversion errors == errors made in converting the data to a

standard format, typically involving conversion of transport
rates to sediment concentrations.



(3) Misinterpretation of data == this error usually involved whole
columns of data, and probably occurred as a result of
confusing notation in the data source.

(4) Source errors == errors originating from incorrect original
publication of data, discovered by checks on internal
consistencys

Also encountered were omissions of entries such as bed form and the
gradation parameter (geometric standard deviation of bed particle size),
which could be determined from the original data sources, even though
they were not explicitly stated.

The following is a description of some of the apparent errors that
were encountered. In the data of Sato, Kikkawa, and Ashida (1958) the
grain size given in centimeters was read as millimeters, Therefore the
values of the median sediment size given by Peterson and Howells must
all be multiplied by 10 to obtain the correct values for this data set.
The Straub (1954,1958) data set contains 3 concentration values which
are a factor of 10 too high. For the data sets of Abdel-Aal and of
Kalkanis (Abdel-Aal, 1969), and Vanoni and Hwang (1967), the values
given for discharge are really flow velocity, and the slope and depth
entries are interchanged, An incorrect interpretation of the transport
rate of the Williams (1970) data as being given in dry unit weight per
time instead of submerged weight resulted in an error of about 60
percent in the sediment concentration readings. The transport rate for
the Indian Canal data (Chaudhry, Smith, and Vigil, 1970), given.in

metric tons, was read as English short tons, causing a 12 percent error

in sediment concentration.




In the development of a new data base from the Peterson and Howells
(1973) compendium, a few sets of data where omitted, while many others
were added. The sets were omitted either because the data were not
applicable (one set of data was for transport of sludge), or because
important variables were unavailable (one set contained no slope
measurements). The sets that were added included newer data
(e.g. Willis, 1979) and a large quantity of field data, such as the
Colorado River data (U.S. Bureau of Reclamation, 1958) and the Rio
Grande (Nordin and Beverage, 1965) data.

At this point it is worthwhile to define a few terms related to
sediment transport, as used in this report.

Sediment concentration is the ratio of the sediment discharge to

the discharge of the water-sediment mixture, both expressed in terms of
mass per unit time, usually given as parts per million (ppm). For
practical reasons, the density of the water-sediment mixture is taken to
be approximately equivalent to the density of the water. This
approximation will cause errors of less than one percent for
concentrations less than 16,000 ppm. In this thesis, the concentration
is used as a depth- and time-averaged (i.e. mean) value, unless
specified otherwise.

Sediment load or total sediment load is the material being

transported. The sediment load can be divided into wash load and
bed-material load. The wash load is the fine material of sizes which
are not found in appreciable quantities on the bed, and is not

considered to be dependent on the local hydraulics of the flow, As a
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practical definition, the wash load is considered to be the fraction of

the sediment load finer thah 0,062 mm, The bed-material load is the

material of sizes which are found in appreciable quantities on the bed. |

The bed-material load can be conceptually divided into the bed load
(that portion of the load that moves near the bed) and the suspended
load (that portion of the load that moves in suspension), although the
division is not precise,

Sediment transport rate is equivalent to the sediment discharge,

which ‘is expressed as mass per unit time,
The concentrations given in the data set and predicted by the
transport formulas are for the bed-material load, including both bed

load and suspended load. From this point onward the term concentration

will refer to the bed-material-load concentration. Under field

conditions this quantity is very difficult to measure; often the bed
load portion is left unmeasured and must be estimated. In some cases,
such as for some of the data of Mahmood et al. (1979), the estimated
portion of the load may represent 80 percent of the concentration. In
the case of the NEDBID (1973) data, the sampling procedure included
material as fine as 0.05 mm, instead of the usuval cutoff of 0.062 mm.
Neither of these data sets was used in the analyses of sediment
transport formulas.

Ten variables, including bed form codes, are given for eaéh
observation, Bed form classifications are as given by Vanoni (1975,
p. 160). Actual flume measurements, without adjustment for sidewall

roughness, are given in the tables. (Sidewall corrections for
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laboratory data have been used in the analyses that follow.)

While great care has been taken to reduce all data sets to common
variables, in some cases it was not possible to achieve complete
consistency between data sets. Space limitations do not permit a
detailed account of all of the procedures and assumptions that were used
to reduce each data set to common terms. Potential users of the data
base are urged to consult the original sources of the data.

The data tabulations and description of the entries are given in

Report KH-R43B. The references for time data have been compiled -

separately from the literature references.
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CHAPIRR 3
REVEW (F MEIHODS FOR CALCULATING HOW DEPTH IN SAND-BED CHANNELS

The problem of determining the Velocity and depth of Mow for a
given discharge of a river has long been a subject Aof interest to
hydraulic engineers, and more recently to numerical modelers, A
numerical model requires a logical scheme, whereby stage and velocity
can be predicted for a channel of given dimensions, bed material, bed
slope, discharge, and water temperature, For certain ranges of these
parameters, multiple values of sediment discharge and flow depth may be
possible, as discussed by Kennedy and Brooks (1965). However, the
engineer is often faced with the problein of designing a channel to
accommodate a given discharge with a given bed slope and an unknown
sediment discharge. Therefore, this chapter considers the problem where
sediment discharge is assumed to be unknown, and explores possible
solutions for uniform flow depth as a function of discharge, bed slope,
and bed-sediment and fluid properties. Later, the development of a
model will require adaptation of such a relationship for unsteady,

nonuniform flows.

3.1 Statement of Purpose

A technique is sought, whereby an engineer can directly calculate

the uniform or normal flow depth of a channel with a given unit
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discharge, and which can also be used in a numerical model for unsteady,

nonuniform flows. Such a technique should:

1. Agree with experiences gained in both the laboratory and the
field;

2. Include confidence limits or some statistical analysis of the
input data to indicate expected errors;

3. Be easily adaptable to computer modeling applications which may
require thousands or millions of depth of flow calculations;

4. Provide solutions for a wide range of independent variables.

Six techniques for predicting friction factor (which relates
velocity to shear velocity) are examined for their usefulness as stage
predictors in a moveable-bed river model. Each technique has been
rearranged so that giveh unit discharge and slope, along with other
independent variables, one can directly determine flow depth. The six
schemes are those of Alam, Cheyer and Kennedy (1966); Chu and Mostafa
(1979); Einstein and Barbarossa (1952); Engelund (1967); Garde and
Ranga Raju (1977); and White, Paris and Bettess (1979). Although each
technique has provided an important contribution to the field, none
satisfies all of the criteria listed above. Therefore, a new technique
is presented which does satisfy the four criteria.

The reader is referred to the report of the ASE Task Force (1963)
for an excellent historical review of the problem of predicting friction
factors in open channels. Reviews of many friction factor predictors
can be found in Vanoni (1975), Garde and Ranga Raju (1977), and Jansen,
et al. (1979). It will be assumed that the the reader has some

familiarity with these techniques.
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3.2 General Form of Velocity Equations

Strickler (1923) listed 22 velocity formulas for open channels,
whereby, as of 1914, stage could be predicted. Most of these equations
are power laws rclating mean flow velocity to different powers of
hydraulic radius and hydraulic slope. Two formulas remain in wide
useage today, the one attributed to Manning, v=r?/3sl/2/ﬁ (metric units),
and the Chezy equation, v=CVrS, where v is mean velocity, r is hydraulic
radius, S is the slope of the hydraulic grade line, and n and C are
known as the "Manning™ and "Chezy" cocfficients, respectively. Both of
these empirical equations have dimensional coefficients which must be
estimated for a given application.

A more modern formulation is based on dimensional analysis and the
concept that the mean shear stress, T = pgrs, in which P is the density

of the fluid, and g is gravitational acceleration, is proportional

to %‘pvz. This gives the Darcy—-Weisbach equation:

v =1/£;3._/g§ =l/%—“* (3.1)

where ug is known as the shear velocity. This equation is conceptually
sound, and £ is dimensionless.
A dimensionally consistent Manning-type equation can be created by

defining friction factor in the following manner:

v oo §=a(.1)1/6 (3.2)

* ks

where a is a coefficient of proportionality and kg is a measure of bed
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roughness. If Eq. 3.2 holds, then Manning's n (metric units) can be

defined by

k1/6
n=—

a’g

(3.3)

After comparing the Manning and Darcy-Weisbach equations, the ASE
Task Force (1963) concluded that:
mat the present (1961) state of knowledge, ifapplied with
judgement, both n and f are probably equally effective in
the solution of practical problems.™
This comment suggests that Eq. 3.2 may form a reasonable definition of

friction factor, in many practical situations.

3.3 Fixed-Bed Friction Factors

Friction factors for turbulent flow in fixed-bed channels have
their roots in the classic sand-roughened pipe experiments conducted by
Nikuradse (1933). The fixed-bed concept may be generalized to include
some rivers with gravel beds, which, although not strictly fixed, do not
form dunes or bars in the manner of sand bed streams, The ASCE Task
Force (1963) has reviewed this topic in some detail, and only a brief
discussion, pertinent to the later derivations, is given here.

For high bed Reynolds numbers (u_éksl\)), the data of Nikuradse,

based on experiments with sand-roughened pipes give

L -2 log 2+ 174 =2 log HEE (3.4)
] s

VE
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Here, pipe flow is analagous to channel flow with diameter replaced by 4
times the hydraulic radius. As discussed by the writer (1981), these
data are the basis for the fully rough region of the Moody pipe friction
diagram. The transitional region between smooth and fully rough

conditions is defined by the magnitude of the bed Reynoids number:

u*ks
Y10 < <= < 100 (3.5)

As illustrated in Fig. 3.1, rough conditions include most flow depths
one might encounter in gravel-bed channels.
Friction factors for bed Reynolds numbers less than 100 can be

obtained from the diagram or equations given by the writer (1981), based

“on Nikuradse data; or from the Moody diagram (Streeter, 1971) or the

Colebrook-White transition function, upon which it is based. The

 Nikuradse data show that friction factor decreases and then increases as

Reynolds number decreases, while the Colebrook-White data show a
corresponding steady increase in f, through the transition region.
Therefore, the value of friction factor for a channel with a
transitional Reynolds number cannot be determined with certainty.

An earlier equation, proposed by Strickler (1923), is based on data
from gravel-bed rivers and fixed-bed channels. The equation, now known
as the Manning-Strickler equation, is equivalent to Eq. 3.2 with a =

7.66 and with k  defined as the mean gravel-particle size. The

- Manning- Strickler equation and the Nikuradse Eq. 3.4 are plotted in

Fig. 3.2, along with the mean values of the fully rough Nikuradse data.

Figure 3.2 shows that for the range of relative roughness used by
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Nikuradse, the semilogarithmic Eq. 3.4 is almost identical to the power
law, Eq. 3.2, with a = 832.

Field data for very low values of relative roughness, 1:/kS (e.g. flow
over boulders) of Limerinos (1970) suggest that the semi-logarithmic
form may be more appropriate than a simple power law, when one considers
such extreme values of relative roughness. However, for low values of
relative roughness, experiments of Bayazit (1976) of flow over
hemispheres, suggest that the semi-logarithmic Eq. 3.4 is correct only
when kg is replaced by 2.5 times the diameter of the hemispheres.
Therefore, whether due to the uncertainty in determining k, or to the
differences between pipe and open channel resistance, it seems that a
power law, such as Eq. 3.2, will give results of accuracy equivalent to

Eq. 3.4, in many cases,

34 Existing Stage-Discharge Predictors

The six techniques discussed here have been reworked to directly
_answer the question: given unit discharge, slope, bed-material
properties, and temperature, what will be the depth of flow, or
hydraulic radius? The techniques have been selected on the basis of the
following criteria: (1) they seem reasonable to the writer or have
achieved some degree of acceptance, (2) they are dimensionally
consistent, and (3) they are self-contained. The third criterion

eliminates those techniques which require a knowledge of bed form, but

do not specify how one would determine the bed form for a particular
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flow condition.

Garde and Ranga Raju (1977} have considered stage-discharge, or
friction factor predictors in two categories, those that divide
resistance into grain resistance and form resistance, and those that do
not. The divided approach assumes that friction factor, f = f* + £,
where £* is for flat-bed grain resistance and £" is for the added
resistance of bed forms. The quantity f£* is usually determined from one
of the fixed-bed relations previously discussed, by assuming either S =
St + 8" or r = p' + r", and then replacing f by £ and S by 5* or r by
rt in the appropriate diagram or equations. While the divided and
non-divided approaches represent different conceptualizations of the
problem, the writer does not feel that either technique is clearly
superior or more valid than the other. Therefore, here both the divided
resistance approach and the singular approach are considered together,

At this point a few words about notation are worthwhile. Since
none of the techniques discussed deal with channel width, it has been
assumed that they apply to wide channels, for which hydraulic radius and
mean flow depth are equivalent. For consistency, hydraulic radius has
been substituted for flow depth in those cases where flow depth was used
in the original analysis. Unit discharge is therefore defined as q =
vr. For laboratory flume data, the sidewall correction of Vanoni and
Brooks (1957) has been used to define a bed hydraulic radius which is
equivalent to the mean depth of an infinitely wide channel with the same
slope, velocity, and bed friction factor as the flume, Therefore, the

subscript b, sometimes used on r and f to indicate that a sidewall
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correction has been performed, has been omitted. Finally, with the
exception of a few definitions, unique to individual authors, all

notation has been converted to a common convention.

4 .1 Alam, Chevyer and Kennedy Analysis (1965)

This technique is a divided-resistance approach, which assumes S =
St + S8 The technique is similar to the more recent Alam and Kennedy
(1969) version, except for the manner in which the grain friction factor
is determined. The earlier technique is discussed here because the
grain resistance is determined from a standard Moody diagram, and can
easily be expressed in equation form, by the Colebrook—-White equation.
The diagrams for determining £* for the two versions are nearly
identical, therefore the discussion of the earlier analysis could be
adapted to apply to the later version.

Using dimensional analysis, Alam, Cheyer and Kennedy (1966) created

a diagram based on the following relations;

" = funct (L. | —F— 3.6
(Dso * Vebsg ) 3-6)

and the Colebrook-White equation,

D
1 50 2.51
— T - ’7
v 2 log (14.81- + ,/f‘TR) (3.7

where R o U4q/v is Reynolds number.
A diagram (Fig. 3.3) can be constructed whereby, given q, S, R, g,

and D,, one can determine r/D50 and fn directly, Taking the product of

0
the independent dimensionless groups in Eq 3.6, and defining ¢, =
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REPLOT OF ALAM-CHEYER-KENNEDY GRAPH
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Figure 3.3 Replot of Alam, Cheyer and Kennedy (1966)
diagram for determining f". Solid lines
were determined from Egs. 3.7 and 3.9.
Dashed lines are from the original diagram
in the form of Eq. 3.8.
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a/ /gDsa , yields
r
f" = funCt q*, E._> (3,8)
50
while the definition of friction factor yields
85 / r '
f" = = = 3 - f'
S (Dso> 3%

Figure 3.3 was created from Egs. 3.8 and 3.9, wnere tne relation
described by Eq. 3.8 was taken from the Alam, Cheyer and Kennedy (1966,
Fig. 12) diagram.

"For the purposes at hand, there are several problems with the
application of Fig. 3.3. 1) Computer coding would be difficult, and tne
resulting algorithm would undoubtedly be computationally slow. 2) For
large and small values or g on the diagram, the curves or constant
q. and constant q2/8S are nearly parallel, suggesting tnat tnere are
virtually no solutions in tnese regions.* 3) For large rivers, such as
the Mississippi, q, may be larger tnan any values found on Fig. 3.3,
which has exactly the same range or applicability as tne original

diagram or' Alam, Cheyer and Kennedy.

3.4.2 Chu and Mostafa Analysis (1979)

The technique presented by Chu and Mostafa (1979) is essentially a
mathematical expression of the graphical technique presented by Mostafa
and McDermid (1971). The newer analysis atlows a straightforward
adaptation or' the technique to numerical modeling applications. The

analysis is based on the det'inition of a dimensionless Manning

*As f" approaches 0, g and q2/8S are no longer independent.
#*
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coefficient, C,, which is equivalent to tne inverse of the

M’
Manning- Strickler a in Eq. 3.2, with kS = DSO'
Using nonlinear curve fitting techniques, Chu and Mostafa (1979)

developed tne following equations

D
DSO 0,583 - _32
Cy = 0.037(5) " F [0.228(5) + 0.785]D+ 0.122 (3.10a)
f ﬁ(S
wwslOT 6
and
D
- . 50
C, = 0.077 F 1.02 co.for == > 5 (3.10b).

where F = v//gr = Froude number and 6 = 11’6\’/u* = thickness of the
laminar sublayer. A detailed description of the data used to derive tne
equations is not available. However, from Mostafa and McDermid (1971,
Figs. 2-F. 12 and 2-F. 13), the diagram corresponding to Eq. 3.10a snows
about 100 measurements from 4 rivers and 44 runs from one set of
laboratory data, mile the diagram corresponding to Eq. 3.10b snows 28
measurements on gravel-bea canals from Lane and Carlson (1953). The
range or applicability of Egs. 3.10 is apparently 0.122 < Cy < 0.45 and
0.15 <F < 10.

The following equations can be determined from tne derinivions o

. = 3 .
CM and 6, with Rg /gDsO/v.

CMF10/9 = q1/951/2 =4 (3.11a)
and
5 1/3R S1/2
50 1/3 _ 3% g
== Fl/3. = _° 3.11b
5 11.6 8 (3.110)
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where a and B are dimensionless groupings of q, S, DSO’ v and g, as
der-ined here. By combining Egs. 3.10a and 3.11 b, one can obtain an
equation for CM in terms of F and B , and, along with Eq. 3.11a, one has
a set of equations which define F and CM in terms of a and 8. Figure
3.4 was developed in this manner, and can be used to determine F and G,
when D50/6 is less than five.

An expression for F, for values of D50/6 > 5, can be determined by

combining Egs. 3.10b and 3.11a. In principle, the resulting equation,

F = 1.666 q,!-220 g5.488 x 1912 (3.12)

in conjunction with Fig. 3.4, should complete the theory,

In reality, a simple example shows that this is not the case. To
illustrate the point, v can consider the example where S = 0.0005,
DSOI = 024 mm, T=20 Candq = 1 m2/s.> The calculated values of the
right sides of Egs. 3.11a and 3.11b are 0.08 and 1.00, respectively. and
from Fig. 3.4, F = 031 and Cy = 0.30, and from Eq 3.11b, D50/6 = 1.5.
Now, if we assume that we are considering a uniform river-flow problem,
we may wish to increase the unit discharge, while holding all other
independent variables constant. If q is increased to 8 m?/s, then the
valdes of Eqs. 3.11a and 3.11b are increased to 0.10 and 2.00,
respectively. An inspection of Fig. 34 indicates that no solution is
available. We may suspect that Eq. 3.12 will now be applicable.
However, substitution into this equation gives Froude number, F = 16.7,

an unreasonable value, and calculation of D50/6 indicates that this

equation is not applicable either. This example illustrates a typical
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problem one might encounter for Froude numbers less than 0.5, since, in
this region of Fig. 3.4, the solid and dashed curves are nearly parallel

(this point was mentioned briefly in Vanoni, 1975, p.145).
3.4.3 Einstein and Barbarossa Analysis (1952)

The concept of a form-resistance diagram wes developed by Einstein
and Barbarossa (1952). Although the technique is now nearly 30 years
old, 1t is still probably the most widely quoted of any existing
techniques. The technique uses the divided hydraulic radius approach,
i.e. r=r' +rn, »u;. =V-g_r'—s_,

When the grain roughness produces fully rpugh conditions, r' can be

determined from the Manning-Strickler equation, in the form

(3.13)

where a = 7.66, For those cases where grain roughness does not produce
fully rough conditions, Einstein and Barbarossa presented a
semilogarithmic equation with a term which must be determined
graphically. This equation is in agreement with the Nikuradse (1933)
data and may be replaced by the equations given by the writer (1981)
which do not rely on any graphically determined terms. The simple form
of Eq. 32 allows a clean analysis of the technique, while the
semilogarithmic equation does not. Therefore, further discussion of the
technique is restricted to fully rough conditions. This restriction is
not too serious, since both equations yield similar values of r*, for

most field conditions, even when the flow is not strictly fully rough,
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The Einstein-Barbarossa (1952) diagram, is of the form

= 65 '
' = ,fu.nct[D ¢ "_ )s « = (3.14a)
_ Dy Pg=p D¢

and from Eq. 3.13 and the faet that r¥ = r = r', one can derive

Dey 3/2 g -
8 50 * ' -2 1 1/3
= —_— . (=) = E 3.14b

n _ 9
f Y

Figure 3.5 was created from Egs. 3.14a and 3.14b.

As discharge varies, for a given channel with uniform flow
(constant slope), the solution will move along the.solid lines on
Fig, 3.5. The diagram indicates that as discharge decreases, f©
increases monotonically. When f? is about 0.17, regardless of any other
variables, the dimensionless grain-shear stress T, = Pr'S/(pS-p)D35 =
0.062, which is sometimes taken as the critical value for initiation of
motion. Below this value £" continues to increase as discharge is
decreased, indicating high resistance, apparently from residual
bedforms. Beyond the critical shear stress, about a twenty-fold
increase in unit discharge causes the form resistance to steadily
decrease to almost nothing, suggesting f = £'. A later comparison shows

that for some channels this variation in f* is too exaggerated.

3.4,4 Engelund Analysis (1967)

In principle, this technique is based on the divided slope
approach, but in actualization, the divided hydraulic radius is used.
The analysis is based on the assumption that Sn is the direct result of

expansion losses that oceur as a fluid flows over dunes. Furthermore,
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it is assumed that rSt = r'S, thereby converting to a divided hydraulic
radius approach, Definition of 8* in such a manner is not in agreement
with the concept of S' as defined in the introduction to the discussion
of the various techniques. Verification of the analysis is based on
laboratory data from runs using four different sands, published by Guy
et al. (1966). In all, 148 runs are published (for these 4 sands), but
it appears that about half this number were actually used by Engelund
(1967).
The quantity r' is defined by

v r' 1 '
——=67125 In =576 log 2R i
uy' 265 & D5 (3.15)

which agrees with the fully rough Nikuradse data and gives nearly the
same results as Eq 3.4. Once r' is determined, it is possible to
determine 1, by the empirical formulas for the lower flow regime

(ripples and dunes):

T, = 1.581v/7,'-0.06 (3.16a)
and for the upper flow regime (plane bed, standing waves and antidunes):

_ { Ty for 1,'<1 (3.16b)

-1.8 -1/1.8

(1.4257;' =~ 0.425) «o.for t.'>1 (3.16c)

Equations 3.16a and 3.1 6b are given by the author, while Eq. 3.16c was
developed from the author's diagram (Engelund, 1967, p. 289). The
equations for upper and lower flow regimes plot as discontinuous line

segments with the transition occuring at about v,/ = 0.55.




31

Equations 3.16a=c can be represented in the general form

5 _
65 P r' :
T, = f[ s - ] (3.17a)
Dsg Pg™®"  Dgs
Also, rearrangement of Eq 3.15 yields
D
L5 50
= q*é_ S _
T, = — 65 ~ (3.17b)
r t
g— [6 + 2.51n(2 =1)]
65 2 Dgs

As for previous techniques, the desired graphical representation
(Fig. 3.6) of the technique is now possible, Using Fig. 3.6, it is
possible to directly determine t, and r'/D ..

Eqﬁations 3.16a~c are easy to program and have been compared with
three sets of data in Figs. 3.Ta=c. Data of Guy et al. (1966) are shown
in Fig, 3.7a, which includes almost all of the data used in the original
analysis, plus additional data. Here, sands with fal{l diameter (not
sieve diameter) D50 values of 0.19, 0.27, 0.28, 045 and 0.93 mm are
plotted. Field data from the Mississippi River at Tarbert Landing, IA
(Toffaletti, 1968), D50 about 0,25 mm, and laboratory data of Williams
(1970), D,y = 1.35 mm, are plotted in Figs. 3.Tb and 3.Te, respectively.
(Note = Although Williams used many channel widths in his experiments,
only data from the two widest channels are shown in Fig, 3.70.)

The diagrams which comprise Fig. 3.7 suggest that more refinement
of this technique would be necessary before general application could be
recommended. Figure 3.7a shows that a few measurements in the chute-and-

pool bed class have strongly influenced the vertical asymptote on the

upper curve. Figure 3.7b suggests that more work is necessary in
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DATA OF GUY ET AL. (1966)

Tx' = IDP‘S/ (p,-p) Dso

Figure 3.7a Comparison of Engelund technique with data of
Guy et al. (1966).

]02: | | ’lllll 1 ¥ IIIIIII 1 i ll'lll:

- A RIPPLES .

 + DUNES -

. & TRANSITION §

. o0 FLAT BED i

v STANDING WAVES

- 10! B <9 ANTIDUNES —

) - D.CHUTES AND POOLS -

o — -

a i i
I')

N B R

E 100 = —

< - .

*« L 3

I : :
¥

1071 = —

10-2 1 Ll l"“l L1 lllllll 1 a0 b

1072 1o~V - 100 10!



MISSISSIPPI R..TARBERT LANDING.LA

34

102

r.. 1 1 ¥ IIIT1I' ) 1] ] llllll i 1 I-IIIIL

» -

10! e E

(o] - -

w e ~

a — ]

2= - EQUATION 3.16 -

) . o

Q. - -

~N

«»n 100 — —

- C .

Q - -

[} - =
*

107! = —

- .

i )

]0-2 1 !l_LlLI L i illlll’ l‘ 1 3 ljll]

10°2 107! 100 10!

' = pr'S/ (ps=p) Dso

Figure 3.7b Comparison of Engelund technique with data for

the Mississippi River, Tarbert Landing, Louisiana.



35
DATA OF WILLIAMS (1970)
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defining the transition region. The coarse sand data of Williams
(1970), plotted in Fig, 3.Te, imply that the inclusion of some other

variable may be necessary for certain ranges of data.

3,4,5 Garde and Ranga Raju Analysis (1970)

The origin‘al analysis for this technique was given by Garde and
Ranga Raju (1966), later revised by Ranga Raju (1970), and summarized by
Garde and Ranga Raju (1977). It is the revised version which is
considered here. The technique does not employ the concept of divided
resistance. In fact, the technidue does not even require the
calculajcion of a friction factor, per se,

Ranga Raju (1970) graphically presented a function of the form

_ P - T 1/3 P 3.18
) Fp = Klq\/%3 = f'[Kz-(DSO) S(ps-o)] .19

where K; and K, are functions of mean particle size and Fp, as defined
here, is a modified Froude number, By multiplying the independent
variable in Eq. 3.18 by the dependent variable raised to the 2/9 power,

a relation represented by

K, Fp = f[cK2s><K1q,,>2/9(;;%;>”/9] (3.19)

can be determined, which is plotted in Fig. 3.8.

Like the Engelund (1967) analysis, Fig, 3.8 suggests that an upper
and a lower regime exist, separated by a transition zone, However, in
contrast to the Engelund technique, in Fig, 3.8, the transition occurs

as a continuous function, For a given bed material and slope, Froude
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number is a weak function of unit discharge, i.e. going to about the
0.10 power of unit discharge for both the upper and lower regimes,
Therefore, for either of these regimes, a ten-fold increase in unit
discharge causes only a 26 percent rise in Froude number.

Although Garde and Ranga Raju (1977) have not provided a rigorous
statistical analysis of the data they used, they have given some
indication of the expected accuracy of their technique, For 90 percent
of the plotted data, they have stated that mean velocity was predicted
to within 30 percent accuracy. Although a large body of data was used
in the analysis, this is not an independent check of the technique, but
merely a statement of the observed errors.

If the technique is to be adapted to numerical modelling

applications, a specific function must be fitted to the curve in

. Fig, 3.8. The curve can be very closely approximated by three straight

lines which, after rearranging, are represented by

CIEIRY
V=b—= G— Ygrs (3.20)
1 750
3.46 .. for KlFR < 0.33 (3.20a)
where b = { 3.46 + 6.73 1og(3K1FR) vevifor 1> KiFp > 0.33 (3.20b)
6.67 +e..for KlFR > 1 (3.20c)

Equation 3.20 is similar to the Manning- Strickler Eq. 3.2, with the
constant, a, replaced by a function of DSO' For D > 1.5 mm, BEq 3.20c
(upper flow regime) gives a =13.2 (in Eq 3.2), which is not too close to

the value of a = 7.66 given by Strickler (1923).
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If we consider only the lower regime, for a given channel, i.e. bed
material and slope fixed (assuming uniform flow), two facts about
Eq, 3.20a are evident, First, Manning's n is constant, and not a
function of discharge. Second, transition begins when a certain Froude
number is reached. This Froude number is not a function of slope, and

depends only on Kl’ a function of D The analysis presented in the

50"
next chapter suggests that Froude number varies slightly within a flow
regime and that the transition is somewhat different than indicated
here. Nevertheless, the work of Garde and Ranga Raju have provided

important clues for the development of the new technique.

3.,4.6 White, Paris and Bettess Analysis (1979)

As originally presented, this technique does not utilize the
divided resistance concept, however, like the Engelund (1967) analysis,
the dimensionless shear stress can be related to a dimensionless grain
shear-stress. White, Paris and Bettess (1979) have provided both
graphical and equational representations of their technique, as well as
a statistical analysis of the errors.

The authors have given two versions of their technique; one using
D, of the parent bed material and one using D .z of the surface
material, The former has greater accuracy and is more compatible with
the other techniques discussed in this 'paper, and is therefore discussed

here, For this version, a dimensionless grain size is defined by

g(ps'p) 1/3

Dgr 354 pv2
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which, in turn, is used to define the quantities

0 ... for D > 60
0= gr - (3.22a)
1.0 - 0.56 log D «ex for 1 <D _ <60
gr -gr -
0.17 «ea fOor D > 60
and A = ) gT - (3.22b)
0.23D /24014 ...for1<D _ <60
gTr -~ Tgr

Utilizing a divided slope approach, it is possible to define a

grain shear-velocity by

@ = v (3.23)
Y32 log (10r/Dy.)

and the corresponding dimensionless grain shear-stress as

2
pu,’ '
prsS
1, = = (3.24)
* - -
8D3c(p~p)  Dgclp_—p)
The dimensionless mean shear—stress is then 71, = (u,/u "' Using

this definition, the White, Paris and Bettess (4979) method can be

represented by .
2

B(V1, - A) + A T-n
T*' = . n/2 (3.25)
*
where
- 1.7
B=1.0-0.76[1.0 - e (198050 """y (3.25a)

whereby, for a given value of D__, T,' is a continuous function of T4,

gr’
It is possible to present an analysis similar to the one given for
the Engelund technique, relating hydraulic radius to unit discharge and

slope. However the resulting diagram (analagous to Fig, 3.6), due to

the added variable Dgr’ would be too confusing to be of much use, It is
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more appropriate to examine a specific example, as in Fig. 3.9. The
data 1in Fig. 3.9, D50 = 0.45 mm and Dgr = 10.1, represent a portion of
the data plotted in Fig. 3.7a. While the Engelund (1967) technique (see
Fig, 3.7a) predicts reasonably well over the whole range of data, the
White, Paris and Bettess (1979) technique (Fig, 3.9) does a better job
in the dune range, but is otherwise a poor predictor, Comparisons with
other sets of field and laboratory data verify the hypothesis that the
present technique gives reasonable results only for flow over dunes.
Under no circumstances does the technique describe upper and lower flow
regimes.

The behavior displayed in Fig, 3.9 is partially explained by an
examination of the way in which the technique was originally derived.
The key lies in the empirical expression Eq. 3.25a, which was derived
from a plot of average values of B, defined by a rearrangement of
Eq, 3.25, against 47 values of Dgr' The average values of B were
determined from 837 laboratory experiments with sand, collected from 16
investigators, Only Froude nﬁmbers less than or equal to 0.8 were used.
The fact that average values were used would tend to reduce the scatter,
while the fact that only low Froude numbers were used explains why only
the lower flow regime is described, In testing the technique with an
extended data set (also Froude numbers less than or equal to 0.8), the

authors have stated that 89 percent of the total calculated friction

factors were within a factor of two, while 44 percent were within 0.80

and 1.25 of the observed value,
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3.5 Summary

In this chapter, six stage—'discharge predictors have been
discussed. Each technique provides some insight into the processes
involved, and yet, no technique appears to provide a totally
satisfactory analytical tool for the numerical modeller. The relation
between shear stress and grain shear stress as defined by Engelund
(1967) is perhaps the most satisfactory.

In Chapter 4, a new technique is proposed, which the writer
believes does provide such a tool. Near the end of the chapter, a
comparison is given for the proposed method and the techniques that have
just been discussed.

The assumption was made in the analysis of the six techniques that
they apply to wide channels, or that sidewall effects have been removed.
Under this assumption the hydraulic radius, r, and mean flow depth, d,
are equivalent. Alam, Cheyer, and Kennedy (1965); Einstein and
Barbarossa (1952); and Garde and Ranga Raju (1970) actually used r in

their analyses, while the others used mean flow depth, d, which was

called r in the analysis.
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CHAPTER 4

A PROPOSED MEIHD FOR CALCULATING HOW DEPTH IN SANDBED CHANNELS

The foregoing analysis of available techniques indicates that none
of those that are described satisfy the four desired attributes
established in Chapter 3. Nevertheless, each of the analyses is useful
and has provided inspiration for the derivation that follows. The
proposed technique is easy to use and requires no iteration or
graphical interpolation for wide channels. For laboratory channels q =
vr rather than q = vd, therefore, for some applications iteration may be

required.

4.1 Dimensional Anpalysis

The particle sizes of most river sands are approximately
log—normally distributed, by weight, therefore the sand can be described
by two measures of grain size, Dgp and Gg, and its specific gravity,r .

Adding the flow variables _and the fluid variables gives

- ' 4.1
r=1£(q S, 8, 05 v, o Dgyo cg) (4.1)

Using the m-theorem, the 9 variables in Eq 4.1 can be arranged into 6

dimensionless groups in the form

zs (pgmp) PgP

D = Tge = f(q*s s, Ug9 R, 0

) (4.2)

50 P
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where q = q//g_Dsg and R = Uq/v .

Since we are primarily interested in fully rough flow, R is
expected to be of secondary importance. Preliminary tests on large
bodies of data have verified this conclusion. Furthermore, since only
sand is under consideration, (ps'p Yo will be constant, and can be put

aside. Therefore, Eq. 4.2 can be reduced to
(pg=p)
P

Ty = £lqy, S, og) (4.3)

42 Formulation of a Pair of Equations

W are now ready to develop a specific relationship which can be
generally described by Eq. 4.3. It is assumed that, to a first
approximation, the flow resistance in a channel will be determined by
the largest scale of bed roughness. Then, for flow over a dune bed, we
might expect friction factor to be defined by a semilogarithmic equation
similar to Eq. 3.4, but with k. replaced by a measure of equivalent dune
roughness, ky. As shown in Fig, 3.2, this equation can be approximated
by the power law, Eq. 3.2. Replacement of kS in Eg. 3.2 by kd’ after

considerable rearrangement, yields

-p k.S g 1
- d .
sp )1, = a O.S(D ) (q*s)o.e (4.4)
50

P

¢

If the particle sizes of a bed material are log-normally
distributed, by weight, then any given size fraction can be related to

the mean size, D ,, by

D =0 %D (4.5)
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where z is the number of standard deviations from the mean and the
subscript "s" refers to the percent by weight of particles which are
smaller than the given size, For example, if z=1, since the
distribution is log-normal, DS = D84’ and 84 percent of the particles in
a sample, by weight, are finer than D,,. W can now.define a

84

dimensionless shear stress based on this particle size

z . . .
by Tag = 1,/0 = For non-uniform bed materials, we can replace T, in

g
Eq. 44 by 7, , thereby normalizing the bed shear—stress by some

particle diameter other than Dgg.

One variable appears in Eq. 4.4, k‘d’ the measure of dune roughness,
which 1s not included in the independent variables listed in Eq 4.1.
Therefore, kg should, in fact, be a dependent variable, Since this
variable appears in the equation raised to the 0.1 power, only large

. will be important, and an exact definition is not a critical

changes in kd

factor in obtaining sufficient accuracy in the prediction of Ty.
Assuming that kd /D50 is proportional to the product of undetermined
powers of q, and S, upon substitution into Eq. 4.4 (also recalling the

definition of Ty ), yields

p_—p
( Sp YTy = w(q*S)x sY cgz (4.6)

where w, X, y and z are constants to be fitted empirically. If the
dependence of kd/DSO on q, and S is fairly weak, x is expected to be

approximately equal to 0.6 and y 1S expected to be approximately equal

to 0.1.




47

It is possible to represent Eq 4.6 in a reasonably simple diagram

by rearranging it as (with g, = T*_/gé)

8
P

y ._
) Tps = w(q*Sl+}Z:)x (4.7)

¢

which can be represented by a straight line on a log-log plotting scale.
Lower regime (ripple and dune) data, from laboratory flumes, rivers and
canals, gathered from 22 sources, were used to fit the coefficients. By
taking the logarithms of both sides of Eq 4.6, the coefficients w, x, y
and z were determined by multiple regression. The data and the best fit
line are shown in Fig. 4.1.  Because nearly 900 runs were used in the
analysis, only every third point is plotted. The values of w, x, y and
z are 0.3724, 0.6539, 0.09188 and 0.1050, respectively, with a multiple
correlation coefficient, R = 0,992, indicating e¢xcellent agreement.

A similar analysis can be performed for the flat bed regime. In
this case, the largest roughness scale of the bed should be some measure
of the bed material. Therefore, k; in Eq 44 will be replaced by some
D, and we can again derive an equation with the form of Eq 4.6. The
coefficients will take on new values, and this time the values of x and
y should be almost identical to 0.6 and 0.1, respectively. Furthermore,
if the Strickler equation is approximately correct with the value a=8.32
(see Fig. 3.2), then w should be about 0.28.

A regression analysis identical to the one performed for dune and
ripple data was performed for flatvbed or upper regime data. This data
includes flat beds, before and after initiation of motion, standing

waves and antidunes. The same 22 data sources have again been used,
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although not all contain data for these bed classes. The values of w,
X, y and z are now 0.2836, 0.6248, 0,08750 and 0.08013, respectively,
with a cross—correlation coefficient, R = 0,999. Note that, indeed, w,
x, and y are close in value to 0.28, 0.6, and 0.1, respectively. The
data and best fit line are plotted in Fig. 4.2.

An error analysis of the regression procedure is given, by data
source, in Table 4.1. The errors are quite small, especially when 6ne
considers the accuracy of the data. For example, Guy et al. (1966) have
indicated that errors in slope measurements may be as high as 15-20
percent, while errors in depth measurements may be on the order of §
percent. This range of errors is probably typical of many of the data
sets.

The data used in this analysis were selected from a pool of data
collected from over 70 sources which was assembled in connection with
this study. The 22 sources that were finally used in the analysis were
selected because they covered a wide range of the desired variables, and
because the data seemed to be carefully collected and documented. Only
laboratory data with bed form observations have been included. For
field data, this restriction would have been too limiting, and where bed
form wes not given, only observed flows which could logically be assumed
to have dune beds were selected. The ranges of important variables are
given in Table 42. Since only sand beds are being considered, median
particle—sizes were generally limited to values between 0.062 mm to 2.0
mm, although a few runs at 2.8 mm were included. To avoid samples with

large amounts of gravel or fine material, geometric standard deviations
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Table 4.1
Error Analysis of New Method for Laboratory and Field Data

IMississippi River at Tarbert lLanding, LA, and at St. Louis, MO, and the Atchafalaya River
at Simmespot, IA.

2pata collected by Netherlands Engineering Consultant (NEDECO}on the Rio Magdelena and the
Canal del Dique, Columbia, S.A., 10 stations each.

3ACOP - Alluvial Chammels Observation Project data from 14 study reaches on 5 canals.

Lower Regime Upper Regime ®
Average Standard Average Standard '
Number of # Error Deviation |Number of % Error Deviation
Source Records  in t. Of Errors ) Records  in v« of Errors L ]
Laboratory Data .
1 Costello (1974) -8 12.6% 12.7% 8 -2.6% 9.2%
2 Foley (1975) 1 12.5 - 3 1.1 1.9 ‘
3 Laursen (1958) 10 0.1 10.0 1 32.8 - .
4 Onishi, Jain, &
Kennedy (1972) 12 -0.8 6.9 0 - - .
5 Singh (1960) 62 6.9 11.0 12 0.1 2.2 ‘
6 Davies (1971) - 34 -1.4 10.7 0 - - ‘
7  Pratt (1970) 37 -6.7 7.6 9 5.1 4.9
8 Taylor (1971) 12 0.0 7.0 25 5.5 5.0 ®
9 Vanoni & Brocks (1957) 12 7.3 9.8 3 3.0 4.2 .
10 Vanoni & Hwang (1967) 6 -1.0 5.9 0 - - ‘
11  Stein (1965} 20 2.5 13.9 24 2.6 5.6
12 Williams (1970) 14 15.0 7.9 29 1.9 3.2 @
13 Brooks (1957) 2 -6.7 0.7 2 7.2 2.7 .
14 Guy, Simons, & |
Richardson (1966) 97 -1.0 9.9 65 0.3 9.9 . |
15  Nordin (1976) 17 -0.9 8.5 13 6.0 7.0 . |
Field Data ® |
16 Rio Grande Conveyance |
Channel, New Mexico 9 -6.4 6.7 12 -9.5 3.9 ‘ I
17 Mississippi & Atcha-
falaya R?versl 233 0.6 11.8 0 - - . |
18 Colorado River at .
Taylor's Ferry, AZ 30 -6.8 4.5 0 - -
19 Missouri River near ®
Omaha, Nebraska 11 22.0 5.0 1 -3.7 -
20 NEDECO2 - So. Amer. : ‘
river data 96 6.7 17.6 0 - - '
21 ACOP? - Pakistan : \
Canals 148 -3.6 7.4 0 - - @
22 Hii River, Japan, ‘
5 stations 23 6.0 9.3 0 - -
All sources 894 0.7 12.1 207 0.4 9.5 o
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Table 4.2
Range of Data Used in Analysis

B Variable | Minimum Maximum
Median particle size, Dgg (mm) 0.088 2.8
Unit discharge, q(m3/s/m) 0.012 40
[Discharge Q(m?3/s)] [0.0032] [22,000]
Slope, S 3.0 x 1076 3.7 x 1072
Hydraulic radius, r (m) 0.025 17
Temperature, T (°C) 0 63

Also:

Width-to-depth ratio, w/d

Geometric standard deviation
of particle sizes, oq

Greater than or equal to 4

Less than or equal to 5
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were restricted to values between 1 and 5, with no exceptions.

The present analysis was undertaken to develop a means of
predicting hydraulic radius, which for wide channels is equivalent to
mean depth, To avoid sidewall effects in laboratory data, only
experiments with width to depth ratios, w/d, greater than 4 were
considered. The sidewall correction suggested by Vanoni and Brooks
(1957) was used to calculate the hydraulic radius of the bed, which is
equivalent to the mean depth of a flow in a wide channel with the same
slope, mean velocity, and bed friction factor. For most of the field
data, only mean depth, and not hydraulic radius, wes available. For
consistency, mean depth was used in place of hydraulic radius for all
field data, but wid was restricted to values greater than 20, i.e. wide
channels. Values of both hydraulic radius and mean depth were published
for the Mississippi River at St. Louis, by Jordan (1965).. A comparison
of 56 measurements made during the years 1950 through 1954 indicates
that hydraulic radius was 3.8 percent lower than mean depth, with a
standard deviation of less than 1 percent. Therefore, the two are very
closely correlated, and the difference is within the factor of
uncertainty of the analysis.

The difference between the upper and the lower regime is
illustrated in Fig. 43. Best fit lines are shown for each regime, with
a one standard deviation error range indicated by dashed lines. In
order to draw the two lines on the same plot, a best fit of the upper

regime data was performed on the data after they were reduced to two

dimensionless groups, using the regression coefficients for the lower
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regime, in the form of Eq. 4.7. The resulting upper regime line in

Fig. 3.3 has only a slightly lower correlation coefficient than the line
shown in Fig. 3.2. For a value of 10 on the abscissa of Fig. 3.3, a
channel with a given slope would have an r value, in the lower regime,
36 percent larger than in the upper regime. At a value of 0.1 on the

abscissa this difference would be only 18 percent.

4.3 Determination Qf Flow Regime

So far, for-a given set of independent variables, there are two
possible solutions for r, one for the upper regime, and one for the
lower regime. A way of deciding which flow regime to expect is needed.
From the dimensional analysis, neglecting (ps-p)/p, the flow regime
should be determinate given four independent dimensionless groups.
These groups need not be the same as those used in Eq. 42 . For a given
flow regime, the mean velocity and hydraulic radius can be calculated,
and can therefore be used in the new dimensionless groups.

Deformation of the bed must be a function of the forces on the
particles which make up the bed. After consideration of many possible
dimensionless groups, the following four were selected as indicators of

flow regime:

Dsg
F < S, o

g’ g

F is the grain Froude number, defined as /Evlvzps‘p)g Dgq
g

representing the square root of the ratio of drag forces on a particle
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to its weight. The second parameter, DSO/S, is the ratio of the mean
grain size to the thickness of the laminar sublayer, and is defined

by U'# D50/11-6V. The variable u', , the shear velocity, is assumed to

%
be equivalent to u, as defined by Eq. 4.6 with the upper regime
coefficients, for a flow with a given slope and unit discharge. Of the
final two dimensionless parameters, only slope has been used in the
actual analysis, since the effects of cg are believed to be small, and
few data are available an its impact on transition.

The flow regime relationship between Fg and S 1s illustrated in
Fig. 44. The first point that is immediately obvious from Fig. 44 is
that beyond a slope of S = 0.006, only upper regime flow exists. For
lower values of slope, an approximate dividing line can be defined by

F = 7' = -1/3 (4.8)
g™ F = 1745

The overlap along this line indicates that an additional variable will
be needed to improve the definition of the transition zone.

In Fig. 4.5, values of Fg/Fg' for transition data with S < 0.006 are
plotted against D50/6 «» Division of ngy Fg' eliminates the bias that
would be introduced by slope alone. Included with the data sets used
previously is the set of d'ata of Hill et al. (1969) which was collected
for the purpose of defining the transition between the flow regimes. To
include all of this data, it was necessary to wave the requirement that
width—-to-depth ratio be larger than four, which was adhered to for all

other data sets. The transition region can be defined by the equations
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Figure 4.4 Determination of flow regimes - grain Froude number, Fg, plotted against slope, S.

This diagram generally agrees with the more detailed diagrams given by Vanoni (1974).
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for the lower limit of the upper flow regime:
' D D

D
~0.02469 + 0.1517 log —?S—Q +0.838L(1og =)~ ...for =2t <2
F
log 75 = (4.9a)
g Dso
log 1.25 .«.for < ° 2

and, for the upper limit of the lower flow regime:

D D D
~0.2026 + 0.07026 log —22 + 0.9330(log 0% ...for —° <2
F
log 35 = (4.9b)
g D5
log 0.8 «..for - 22

Between these values lies the transition regime. The value D50/6 = 0.2
is the lower limit of all data used in the present analysis.

By using Figs. 44 and 4.5 and the equations for mean shear stress
for the upper and lower flow regimes, it is possible to determine which
flow regime will exist for a set of independent variables. To do this
it is necessary to calculate Fé from Eq. 4.8, D.4/6 , and values of
Fg from Eq. 4.6, using regression coefficients for both the upper and
lower regimes. It is now possible to locate two points on Fig. 4.5, one
for the upper regime and one for the lower regime. Three conditions are
possible. The most likely condition is that only one of the two points
will fall in its correct zone, in which case this flow regime is
expected. A second possibility is that neither point will fall in the
correct region, in which case neither solution is valid. This
condition will be clarified later. Finally, for some low values of
DSO/G, both points will lie in their correct region of the diagram, in

which case multiple solutions are possible. As formulated, this

condition will be rare since, in general, the ratio of upper and lower
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regime values of Fg will be less than the width of the transition zone.
To facilitate calculation of the mean velocities at which
transition will take place for a particular channel with uniform flow, a
final transition diagram was created (Fig. 4.6). By using the
resistance equation for upper regime flow, it is possible to eliminate
flow variables as input in the definition of the transition zone. Using
channel variables combined with Eq. %.9a, and, assuming transition takes
place with an approximately constant value of D;y/8, Eq 4.9b. The
resulting diagram, Fig. 4.6, can be used to determine the maximum
flow velocity in the lower regime and the minimum velocity in the upper
regime, given values of D 0r Og? S and temperature. The variable Rg in

5
Fig. 46 is the grain Reynolds number, /gDSO5 /v

44 Verification of Proposed Method

A method has been described which can be used either graphically or
numerically to determine a rating curve or to determine depth of flow
for a specific condition. It now remains to be tested for some data
which have not been used in thedevelopment of the technique.

Dawdy (1961) presented data for several rivers with discontinuous
rating curves, of which four sets are shown in Figs. 4.Ta-d. Given S,
D, and O and assuming water temperature = 20° C, it is possible to
derive average rating curves for the upper and lower regimes, and define

an approximate transition zone, from the preceding analysis. Given the

fact that the input data are of only one or two digit accuracy, the
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Figure 4.7a Rating curves determined by the new technique,

from average bed slope and average Dgg and Ogs

for data plots of Dawdy (1961) for Middle Loup
River at St. Paul, Nebraska.
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Figure 4.7b Rating curves determined by the new
technique, from average bed slope and
average Dgp and Oy, for data plots of
Dawdy (1961) for Eepublican River at
Stratton, Nebraska.




64
RIO GRANDE
2 T T T T 117 T
E ASTANDING WAVES .
_ OR ANTIDUNES
- S = 0.00095
8 V[= Dgo= 03mm -
- 1 —
S 8o, =16
S -
e " /TTTTTA —
o —
T
>
I 4| —
@
O
> 31 —
I . o
L ° 1111 |
4 6 8 1 2 3

VELOCITY, v (m/s)

Figure 4.7c¢ Rating curves determined by the new technique,
from average bed slope and average Dgg and Ogs
for data plots of Dawdy (1961) for Rio Grande
near Bermalillo, New Mexico.
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Figure 4.7d Rating curves determined by the new
technique, from average bed slope and
average Dgq and og, for data plots of
Dawdy (1961) for Pigeon Roost Creek
near Byhalia, Mississippi.
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curves shown in Fig. 4.7 are quite reasonable. At 20°C, viscous effects
are not important, and the location of the transition zone is based only
on the slope, which is taken to equal the bed slope, and Dg,(marked as
points 1 and 2 on the diagrams). This method works reasonably well,
except on Pigeon Roost Creek (Fig. 4.7d).

In an examination of discontinuous rating curves on Pigeon Roost
Creek, Colby (1960) did some energy slope calculations. He found that
on a nearby station with a bed slope of 0.0011 (compared to 0.0009 for
the station in Fig. %.7d), the energy slope rose té 0.0017 during a
rapid rise in stage, and decreased’to0.00103 during a fapid gage-height
recession. If the station under consideration underwent proportional
changes in energy slope, then, by Eq. %4.9b, during a rapidly rising
stage the transition zone would be defined by points 3 and 4
(Fig. Y4.7d). The transition zone for the falling stage would be defined
by points 5 and 6. Dashed lines indicate hypothetical paths of
transition. These "dynamie™ transitions fit the data much better than
the uniform flow transition.

The depth of flow during transition has not been discussed, and yet
in a numerical model one is required to calculate flow depth for all
conditions. According to Eqgs. %4.9a and 4.9b, the depth of flow at the

lower limit of the upper flow regime, and the depth at the upper limit

of the lower regime will be approximately the same. A reasonable

estimate of flow depth during a gradual transition may be the average of
the two depths. Alternatively, one might suspect that transition will

take place along a line of constant depth, as indicated by the dashed
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lines of Figs. #4.Ta~e. In this case, during a gradual rise in
discharge, the depth wouldreach tne upper limit or the lower regime and
remain constant during transition, and for a gradual decrease in
discharge, the depth would reach tne lower limit or the upper regime and
remain constant. During a rapid transition, not only will the energy
slope vary, but a certain amount of time will be required for tne growth
and decay of bed forms. Clearly more data areneeded before we can fully
understand the exact nature of the transition.

Figure 4.8 is a plot of predicted mean depth as a function of
measured mean depth for the Sacramento River at Butte City (USGS station
11389000), for data given by Nakato (1981). The range or flow
conditions prove to be well within tne lower regime, and therefore the
lower regime equation has been used. The mean error is 4.8 percent,
with a standara deviation of 6.0 percent. The data range is: § =
0.000099 to 0.000288, Dcy = 040 to 6.3 mm and oy 1.40 to 9.53, with
the grain parameters ranging beyond the limits used in tne development
of the technique. Data are also available for the Sacramento River at
Colusa, but sidewall effects are too significant for tne technique to

produce reasonable results.

45 Comparison of Stage—Discharge Predictors

A rigorous statistical comparison of techniques is not given here;
instead some sample calculations for two rivers are presented in Table

43. The two channels are the Rio Granae Conveyance Channel ana the
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ﬁACRAMENTO RIVER AT BUTTE CITY 11389000

] ¥

10 |

b ) + -

PREDICTED MEAN DEPTH IN METERS

100 i 1 A el I I L 1 1
100 10!
MEASURED MEAN DEPTH IN METERS

Figure 4.8 Comparison of predicted vs. actual mean depth in the
Sacramento River at Butte City, data given by Nakato (1981).



Table

4.3

Comparison of Stage-Discharge Predictors

Ucrllit N(Ilean M%i%n Gsett;g%:;g T Predicted Mean Depth?, m (% Error) . — |
Disghorge | Depchd | 3 1000|  Sive | Deviolon | temp-| Man | cw Empiein | popoing | Ranga et cal | Metnoa?
Rio Grande Conveyance ChannelJ
0.225 0.403 0.50 0.25 1.48 20 |0.50¢ 25%)| 0.36(-102)|0.47¢ 182) | 0.35(-13%) | 0.46(14%) | 0.39 (-1%) | 0.41( 2%)
0.693 | 0.769 0.55 0.19 1.40 11 |0.61¢~212)| 0.58(-25%){0.57(~26%) | 0.55 (-29%)| 0.80( 4%)| 0.79( 3%)| 0.82( 7%)
2.01 1.19 0.60 0.23 1.36 13 {0.99(-177)} 1.29( 10%)|0.94(-21%) | 1.13( ~5%)| 1.60(34%)| 1.52(28%) | 1.10(-7%)
‘Missisaippi River, Tarbert Landing, LAl
4.74 7.59 0.0183 0.31 1.66 21 ns3 NS 17(¢124%) 1 8.2 ( 8%)| 7.1 (=T%) | 7.4 (=3%)| 7.1 (~7%)
10.4 107 0.0266 0.25 1.81 24 | NS NS 17¢ 59%) | 11 ( 4%)] 11 ( 4%)| 12 ( 8%)| 11 ( 124
26,0 167 0.0382 0.30 1.63 18 NS NS 19( 142) | 12 (-26%) 18 ( 6%)| 19 (17%)} 18 ( 7%)

1. For the channels under consideration,

it is assumed that d » r.

2.  The Rio Grande record at q = 2.01 mzls is an upper regime flow, all others are lower regime.

3. NS DN solution for the given combination of independent variables.

69
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Mississippi River at Tarbert Landing, Louisiana. The former is a
channel with typical depths of 1 meter, and the latter with typical
depths of 10 to 20 meters. For both channels, the lowest, highest, and
median discharges of the available record are given.

The results are considerably varied, Both the Alam-Cheyer-Kennedy
and Chu-Mostafa techniques were not applicable to the deeper river. The
poorest results were obtained from the Einstein-Barbarossa technique.
The Engelund technique gave gooa resuits, except when the wrong flow
regime was predicted, as for the second Rio Grande and third Mississippi
values. The Garde-Ranga Raju and White—Paris—Bettess techniques did

very well, except for the last Rio Grande flow, which had a flat bed.

4.6 Summary and Conclusions

An analysis of existing schemes for predicting flow depth in sand
bed streams and rivers has indicated that no existing technique
satisfies the criteria established in the introduction to this paper. A
new technique has been presented which does satisfy these criteria. The
technique solves for flow depths and mean velocities for the upper and
lower flow regimes and determines limits of the mean velocity for each
regime.

For wide channels, with d = r, flow depth for the lower flow regime

can be determined from:

rs ¢.6539 0-09188 €-1050

I (4.10a)
Dse 0.3724 (q,S) S Og



71

and for the upper flow regime, from:

S 0-6248 0-08750 0-08013
3 = 0.2836 (q,5) s oy (4.10b)
50

Either equation can be rearranged into a dimensionally consistent power
law equation which can be directly substituted for a Manning equation in
a numerical model. For flow situations involving both regimes, a
transition mechanism is required. The nature of this mechanism has not
as yet been explored.

Neglecting viscous effects, the upper and lower transitional
velocities can be determined from the slope and the median grain size.
For slopes greater than 0.006, only upper regime flow is expecfed. For
slopes less than 0.006, the maximum velocity of the lower regime can be
determined from Fg = O.SFg' , and the minimum velocity of the upper
regime from Fg = 1.25Fg' , where Fg’ is from Eq. 4.8.

When temperature effects are important the transition values of
Fg must be determined from Egs. #4.9a and 4.9b or Fig. 4.5. For a given
S, Rg, and ag ’ Fg can also be determined from Fig. 4.6. Depending on
the ratio of the median grain size to the thickness of the laminar
sublayer, any ch‘ange in temperature may either increase, decrease or
have no influence on the transitional velocities. The maximum
temperature effect is about a 25 percent change in the velocities of the
limits of the flow regimes.

A review of the extensive literature on alluvial channels suggests
that, in spite of the volume, little is known about the transition from

the lower flow regime to the upper flow regime. Carefully collected
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data areneeded to better understand both slowly varying and rapidly
varying transitions. Although the new technique includes a definition
of the transition limits, the writer feels that more information is

needed to improve the definition of these limits.
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(HAPIER 5
AM ANALYSTS (F MEIHODS FOR PREDICTING SEDIMENT CONCENTRATION

Having considered the problem of predicting flow depth in a
channel, attention is now turned to the problem of predicting sediment
concentration. Throughout this century dozens of techniques, or
tsediment transport formulas,®™ have been proposed. Early efforts were
hampered by a poor understanding of the mechanics of turbulence and
sediment entrainment, poor data, and the absence of computers. While
the mechanics are still not well understood, at least it i1s possible to
readily analyze the large amounts of data that are now available. In
this chapter, 13 techniques for predicting sediment concentration in a
channel are analyzed using both field and laboratory data.

In the discussion that follows, the wash load or fine—material load
is not considered. Therefore, the bed-material load is taken to be
equivalent to the total load, which can be divided into a bed load and a

suspended load.

5.1 Selection of Available Technigues

The available techniques for calculating sediment concentration are
widety varied. They range from simple equations to complicated proce-
dures involving many calculations. The techniques selected for analysis

in this chapter likewise cover a wide range of computational expediency.
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Probably the most computationally complex procedure is still the
Einstein (1950) total load function. To begin the procedure, the bea
material is divided into size fractions. An integration over the flow
depth is required for each size fraction. The integrand is the product

of the suspended load equation (Vanoni, 1975, p. 76):

S . (d-y _a \”
Ca v d—a) (5.1)

where C, is a reference concentration at elevation a, and tne velociry
distribution (Vanoni, 1975, p. 75):

2.3u*

v(y) = —— log Ttov (5.2)

where k = von Karman's constant and has a mean value of 04 for clear
water.

Einstein (1950) uses the values z = w;/0.4u,’ and a = 2Dy, where
w; and Dy are the fall velocity and mean grain diameter, respectively,
of a size fraction." The reference concentration is determined from the
empirical "bed load function" which relates a dimensionless bed load
transport rate to a dimensionless grain shear stress. A full decription
of the procedure, including the various correction factors, is given by
Vanoni (1975, pp. 195-201).

Several investigators have attempted to modify or adapt either all
or parts of the Einstein (1950) procedure. In the development of his
procedure, Toffaleti (1968) used many of Einstein's concepts and a large
amount or' newer data. Engeiund and Fredsoe (1976) derived an analytical

bed load equation and used Einstein integrals for the suspended load.

*In this case uy can be defined from Eq. 3.13.
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These techniques are appealing because they rely on what is known
of the mechanics of the processes involved. However, our current
understanding of the processes is still incomplete, and the derivations
of tnese techniques include various assumptions.

Other investigators have relied heavily on dimensional analysis.
This approach usually avoids the problem of dividing the bed-material
load into a bed load component and a suspended load component.
Typically, sediment concentration or a dimensionless transport rate is
related to several other dimensionless parameters. One of these
parameters usually varies strongly with discharge and can therefore be
considered as the principal variable. Examples of principal variables
are the mobility number of Ackers and White (1973), a parameter
combining shear stress and grain shear stress, and the unit stream power
used by Yang (1973), v8/W, where w is particle fall velocity.

When the formulation of a technique is baaed primarily on
dimensional analysis, the data base becomes extremely important. A
techniquev would be useless if it were based on faulty or insufficient
data. Although large amounts of data are now available, the quality of
the data is not uniform, primarily because of the difficulty involved in
making sediment concentration measurements.

In this chapter, 13 techniques were selected for analysis. It is
hoped that the presentation here will complement the excellent appraisal
of 15 methods given by White, Milli, and Crabbe (1973). Eight of the 10

best methods as appraised by White, Milli, and Crabbe (1973) have been

included here. Of the best ten methods, the two that have not been
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included here are a modified version of the Bishop, Simons and
Richardson (1965) technique (which has been included) and the bea load
portion of the Einstein (1950) procedure, which has not been considered
apart from the total load procedure. Also included are three newer
methods, plus two other techniques which have achieved some degree ot

acceptance. A list of the 13 techniques is given in Table 5.1 .

5.2 Method of Analysis

One of-the most important aspects of an appraisal of existing
techniques is the data base. For this analysis approximately 1000
records from 31 sets of laboratory and field data have been selected
from the larger data bank. Data sets with sand bed channels were
selected on the basis of accuracy and range of important parameters.
After performing a sidewall correction (Vanoni and Brooks, 1957) on all
records, the datawerefiltered to remove various biases, thus leaving
the approximately 1000 records.

The data sets used and ranges of important variables are listed in
Tables 5.2a and 5.2b. The numerical filters or restrictions on the
ranges of certain parameters are given in Table 53. More explanation
of why some of these filters were selected is given in the next chapter,
section 6.2.

The number of records for each data set listed in Tables 5.2a and
5.2b is the number available for analysis. For some formulas, certain

combinations of variables may be beyond the explicicly derined range of
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Table 5.1

Methods of Predicting Sediment Concentration
Analyzed in this Report

Bed Load and

Graded Suspended Load Dimensional
Investigator Date Sediment Separate Homogeneity
Ackers and White 1973 No No Yes
Bagnold 1966 No Yes Yes
Bis}'lop, Simens, and 1965 Yes No Yes

Richardson

Einstein 1950 Yes Yes Yes
Engelund and Fredsoe 1976 No Yes Yes
Engelund and Hansen 1967 No No Yes
Graf 1968 No No Yes
Laursen 1958 Yes No Yes
Ranga gﬁg‘;éwgg?rde' 1981 No No Yes
Rottner 1959 No No Yes
Shen and Hung 1971 No No ‘No
Toffaleti 1968 Yes Yes No
Yang 1973 No No Yes




Table 5.2a

Range of Laboratory Variables

Veloecity(m) Depth(m) Slope X 1000 D5 Concentration(ppm)

Source Code No. Min. Max, Min. Max, Min. Max. Min  Mag, Minimum  Maximum
Barton & Lin (1955) BAL 26 0226 1.093 0091 0,256 0.440 2,100 0.180 0.180 19.00 3776.00
Brooks (1957) RO 6 0.373 0,617 0,047 0.060 2400 3,500 0.088 0.145 1200,00 5300,00
Costello (1974) s 11 0.403 0,503 0.140 0,156 0,450 1,010 0,600 0,790 10.95 102.08
Davies (1971) DAV 69 0.244 0.792 0,076 0,305 0.248 2.670 0.150 0,150 11,30 1760.00
Foley (1975) ROL 9 0.388 0.806 0,035 0,047 3.T40 10.540 0,290 0,290 845,34 10254,39
Guy et al.(1966) GUY1 27 0317 1.445 0.149 0.332 0.430 5.820 0,190 0.190 29.00 26600,00
Guy et al,(1966) GUY2 47 0,318 1.505 0.091 0,344 0450 8200 0,270 0.280 12,00 28700.00 <o
Nordin (1976) NOR1 22 0.561 2.017 0,238 0,585 0470 4.490 0.250 0.250 73.00  17200,00
Nordin (1976) NOR?Z 11 0,524 1.843 0256 0,359 0.740 5.770 1.140 1,140 33,00 2920,00
Onishi et al.(1976) O0JK 14 0,338 0,585 0,075 0,135 1.090 2,670 0,250 0.250 66.79 3355.67
Pratt (1970) PRA 25 0,254 0.701 0.076 0.305 0,282 2,870 0.479 0,479 11.63 560,00
Singh (1960) SIN 20 0277 0.442 0,076 0.104 1,000 3.000 0,620 0,620 35.70 454,00
Stein (1965) STE 44 0,514 1.841 0.091 0.302 2,010 16,950 0.399 0.399 640,00 39293.00
Straub (1954,58) SIR 21 0.356 0,835 0.035 0.222 0.950 7.347 0.163 0,191 423,00 12600.00
Taylor (1971) T 12 0,390 0.878 0.079 0.143 1.010 2.090 0,228 0,228 100,27  2269.74
Vanoni, Brooks(1957) VAB 14 0,234 0771 0,062 0.169 0,700 2,800 0.137 0.137 37,00  3000.00
Vanoni, Hwang (1967) VAH 6 0.319 0,558 0.176 0,238 0,642 1,303 0.206 0,206 31,00 1490.00
Williams (1970) WIM 5 0.539 0.669 0204 0222 0.912 2140 1.349 1.349 31.13 196.10
Willis (1972) WLS 77 0.358 1.572 0,104 0,302 0,269 2,040 0.100 0,100 102,00 19399.99

Znamenskaya (1963) ZNA 14 0.224 0.925 0.040 0,123 1.660 8,000 0.180 0.800 150,00  3240.00

All Laboratory Data 480 0.224 2.017 0.035 0.585 0,269 16.950 0,088 1.349 10.95 39263.00



Table 5.2b

Range of Field Variables

Velocity(m) Depth(m) Slope X 1000 D5, Concentration(ppm)

River Code No, Min. Max. Min, Max, Min. Max. Min. Max. Minimum  Maximum
Atchafalaya River ATC 63 0.574 2,028 6,401 14,752 0.010 0.051 0,086 0.303 12.52 567.34
Colorado River coL 30 0.663 1,001 1,134 3.139 0,147 0,333 0.273 0.400 78.30 412,70

Hii River, Japan HII 22 0.630 0,803 0.202 0.493 0,840 1.660 1,330 1.4340 116.31 552,86
Middle Loup River MID 38 0,593 1.125 0.247 0.412 0,928 1,572 0.215 0,436 437,76  2444,00

Miss. R, St. Louis COEt1 111 0.621 2,423 4.663 17.282 0.025 0.134% 0.163 1.129 _11.70 511.71
Miss. R., Tarbert COE2 53 0,625 1.609 6.736'16.429 0,018 0.043 0,165 0.346 12.07 261.68 >
Mountain Creek MOU 75 0.366 0.652 0,108 0.272 1.360 1.790 0,899 0.899 26.76 686.10
Nicbrara River NIO 40 0.625 1.271 0.398 0,588 1.136 1.799 0.212 0,359 392,00 2750.00
Red River RED 29 0,407 1.140 2,999 7.376 0.066 0.082 0,094 0,217 20.92 499,75

Rio Grande Conv, Ch. RGC 8 0.805 1.518 0,923 1.512 0.530 0,800 0.180 0.280 674,00 2695,00

RioGrande,Bernalillo RGR 50 O0.441 2,384 0.305 1.463 0,740 0,930 0.197 0.424 315.00 5830.00
All Field Data 519 0.366 2,423 0,108 17.282 0,010 1.799 0.086 1.440 11.70 5830.00
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Table 5.3

Restrictions on Input Data

Parameter Symbol Restriction Reason

Median grain size, mm Dgq 0.062<D. -£2.0 Sand only

50°
Geometric standard c o <5 Eliminate bimodal
deviation of bed & & distributions
particles
. , Lab Reduce sidewall
d>4 -
Width to depth ratio w/d w/ (Data) Ffoots
Relative roughness r/D Eliminate shallow
50 r/D50>100 water effects
Concentration, ppm C C>10 Accuracy problems
assocliated with low
concentration
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the technique. In other cases, certain combinations of variables will
lead to non-definable expressions, such as a negative number raised to a
non-integer power, Furthermore, calculated concentrations lower than 1
ppm are not included in statistical analyses, Therefore, for some
formulas the actual number of records given in the analyses may be
considerably less than that indicated in Tables 5.,2a and 5.2b,

Some formulas require separate calculations for individual
bed-material size fractions, In these cases, the bed material has been
divided into 5 size fractions based on the values of D50 and O and the
assumption that the size distribution of the bed particles is
log-normal. Divisions were located at the 6.7, 31.0, 69.0, and 93.3
percentile values.

Selection of a technique for analysis of a transport formula is not
a simple matter. After consideration of a number of possible analysis
variables, the ratio of calculated to observed concentration was
selected. This variable was also used by White, Milli, and Crabbe
(1973) in their appraisal of formulas.

"It was found that for a given formula, the ratio of the calculated
to the observed concentration is nearly log-normally distributed for
many data sets. Figures 5.1a and 5.1b are log-probability plots of this
ratio for the Yang (1973) technique, On this type of graph a log-normal
distribution plots as a straight line.

A parameter that is log-normally distributed can be described by

its geometric mean and geometric standard deviation, The geometric mean

and geometric standard deviation are the antilogs of the mean and
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Figure 5.1 Typical error distributions for the Yang (1973)
technique.
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standard deviation, respectively, of the logarithms of the values of the
parameter. If a parameter is log-normally distributed its median value
will be equivalent to its geometric mean. Furthermore, the
eighty—fourth percentile value can be determined by the product of the
geometric mean and the geometric standard deviation, and the sixteenth
percentile value will be the quotient of the geometric mean divided by
the geometric standard deviation.

For the ratio of calculated to observed concentration, geometric
mean and geometric standard deviation values of 1 would indicate perfect
agreement. The geometric standard deviation will be greater than or
equal to 1, while the geometric mean can be greater than or less than 1,
depending on whether the formula tends to over-predict or under-predict.

For each formula, two tables of statistics are given, one for
laboratory data and one for field data. Each table gives the geometric
mean and geometric standard deviation (abbreviated Geo.Mean and
Geo.S.D., respectively) for the ratio of calculated to observed values
of concentration for each data set, The data sets are listed by the
codes in Tables 5,2a and 5,2b., The tables include estimates of the
sixteenth and eighty-fourth percentile values, calculated from the
geometric mean and geometric standard deviation, assuming a log-normal
distribution. The minimum, median, and maximum values of the ratio are
also given for each data set. The last line in each table gives the
statistics for all of the data included in the table.

The analysis of each formula includes two plots of the ratio of

calculated to observed concentration versus observed concentration, one
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for lab data and one for field data. Each data set is plotted with a
different plotting symbol. Dashed lines show the geometric mean value
of the plotted data, and dash-dotted lines show the approximate

sixteenth and eighty-fourth percentile values.

5.3 Appraisal of Existing Techniques

The following is an analysis of the 13 techniques for predicting
sediment concentration listed in Table 5.1. For each technique, a brief
summary is presented along with the figures and tables which can be used
to evaluate the performance of the technique. The summaries do not
include complete descriptions of all techniques. In conjunction with
the reviews of methods given by Vanoni (1975) and White, Milli, and
Crabbe (1973), however, the reader can obtain a complete understanding
of the workings of all the techniques discussed here. (Page number
references for the latter report refer to the first volume, unless
otherwise specified.)

The equations give the mean concentration in terms of nms per unit
mass, i.e. mass of sediment to mass of water—-sediment mixture, with the
exception of the technique of Shen and Humng (1971). This technique,
which is not dimensionally homogeneous, is given in its original form
where concentration is given in pm by mass To convert to parts per

million, all other concentrations must be multiplied by 1,000,000.
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5.3.1 Ackers and White Technique (1973)

The Ackers and White (1973) method is based on a combination of

grain shear stress and shear stress. The basic concentration

o D / alF m
c=ciﬁ<1> -[_g_r__l] (5.3)

where Fg - is the mobility number defined by

equation is

n [ l"n
Uy, Uy
e (5.4)

and u,' is given by

utle — v ©(5.5)

The quantities n, A, m, and ¢ are functions of Dgr which is

defined by
6 2/3 <6
D = | .
gr p Rg (
where R g = ;/"gDSO3 /v is the grain Reynolds number.
When Dgr > 60 the four coefficients are:
n=0.0
A= 0.17
m= 1.5
c = 0.025
and for 60 2 Dgr z 1:
n=1<0.5 log D,
B 0.23
A = V- + 0.14
gr
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- 9.66 '
m D + 1.34

gr

= - 2 .
log ¢ = 2.86 log Dgr (log Dgr) 3.53

The results of the analysis for laboratory data are given in

Fig. 5.2a and Table 5.4a, and for field data, the results are given

in Fig. 5.2b and Table 5.4b.
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Data S

BAL
BRO
Ccos
DAY
FOL

GUY1
Guy2
NOR1
NOR2
0JK

PRA
SIN
STE
STR
TAY

VAB
VAH
WLM
WLS
ZNA

All

Table 5.4a

Ratio of Predicted to Observed Conc., for Ackers and White Method - Lab Data

et Number

26
6
11
69
9

27
47
22
11
(L

25
19
4y
21
12

1%
6

5
77
ik

479

Geo.Mean Geo,S.D.

0.719
c.881
1,699
0.986
1.588

10236
1,347
1.659
0.950
1.226

1.034
0.652
0.881
1.104
1.361

0.880
0.883
1.569
1.487
2.161

1.150

2,035
10276
1.735
1.579
1.253

T.412
1.429
1.546
1.227
1.T45

1.782
2.110
1,288
1.379
1.255

1.510
1.455
1.140
1.889
1.944

1.758

Minimpum

0.237
0.649
0.474
0.214
1.005

0-618
0=T41
0 -640
0 649
0 281

0.128
0.048
0.548
0.524
0.956

O 41k
0.450
1.282
0.145
0.564

0.0u8

16 %ile

0.353
0.690
0.979
0.625
1.267

0.875
0.943
1.073
0.77h
0.702

0.580
0.309
0,684
0.801
1.085

0.583
0.607
1.376
0,787
1.111

0,654

Median

0.810
2. 117
0.926
1,609

1.397
1.352
1.766
0.971
1.252

7.210
0.861
0.914

1.169

1.2'{'6

0.941
O:. 82)"'
1.638
i.h64
1.867

1.180

84 ¢ile

1.4o6l
1,124
2,948
1.557
1.990

1.745
1.925
2.505
1.165
2.138

1.843
1.375
1.134
1.523
1. 707

10330
1.266
1.788
2,808
4,200

2,022

Maximum

2.199
1.336
3.561
2,730
2.203

2.106
3.919
3.745
1.234
3.415

2.131
1.203
1.570
1.719
1.887

1593
1.408
1.788
9.217
7.966

9.217

88
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Figure 5.2b Ratio of concentration ecalculated by the Ackers and White (1973) techuique to observed

concentration as a function of observed concentration, for field data,
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Table 5.4b

Ratio of Predicted to Observed Conec. for Ackers and White Method ~ Field Data

Data Set

ATC
COL
HIT
MID
MISt

MIS2
MOU
NIO
RED
RGC

RGR
All

Number

63
30
22
38
111

53
75
40
29

8

50
519

0.461
0.591
0.719
0.718
0.701

0.519
1.253
1.072
0.795
0.852

0.694

Geo.Mean Geo,.S.D.

2.618
1.608
1.503
1.500
1.971

1.770
1.498
1.521
1.931
1.789

1.846
2.027

Minimum

0.060
0.232
0,256
0.359
0.109

0.071
0.356
0.217
0.348

0.083
0.060

16 %ile

0, 176
0.367
0.478
0.478
0.356

0.293
0.836
0.705
0.412
0.477

0.231
0.343

Median

0.459
0.566
0.683
0.676
0.704

0.547
1.327
1.021
0.633
0.784

0.U457
0.701

84 %ile

1.207
1.081
1.077
1,382

0.919
1.877
1.631
11 . 535
1.525

0.789
1.407

Maximum

5.348
2.172
2.148
3.152
2.768

2.983
3.226
3.380
3.692
2,543

1.897
5,348

06
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5.3.2 Bagnold Technique (1966)

The total load equation can be expressed in terms of concentration

as

2
_ [Ps7P\ Uk ©p v
C = ( ) |:t + 0.01 e (5.7)

Pg / 8T |ty ¥4 m -~

where ey is the bed load transport efficiency, tg ¥y is a measure
of dynamic friction, and L is the mean fall velocity of the bed
particles. The quantities ey and ts ¥, can be evaluated from the
graphs given by Bagnold (1966) or the equations given by White, Milli,
and Crabbe (1973, pp 22-26).

The results of the analysis for laboratory data are given in

Fig. 5.3a and Table 5.5a, and for field data, the results are given

in Fig. 5.3b and Table 5.5b.
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Table 5,511

Ratio of Predicted to Observed Concentration for Bagnold Method ~ Lab Data

Data Set

BAL
BRO
aos
DAV
FOL

GUY1
GUY2
NOR1
NOR2
0JK

RA
SIN
STE
SIR
TAY

VAB
VAH
WLM
WLS
INA

All

P , ) . ; ) , . oo ) \
000000000000 OCGOS @ . ,

Number

26
6
11
69
9

27
47
22
11
14

480

Geo.Mean Geo,S.D.

1.836
1.654
7.Q099
4.371
1.723

1.55
1,851

1.132 -

4.636
3.517

6,186
6.41 0
0.938
1.3T1
2.191

2.607

3.013
0.992
3.322

2,155

2.040

1.363

1.795
2.822

1.463

2.T73
2.561
1.755
1.681
2.443

1.975
1.767
1.378
1.595
1.785

2,586
2,352
1.371
14677
1.740

2.718

Minimum

0.968
1,170
3.068
0.711-
0.940

0.“158 .
0.469
0.349
1.811
0.k09

2.416
2.725
0.547
0.562
0.932

0.955
0.813
6.587
0.390
0.967

0.349

16 %ile

0.900
1.213
3.955
1.549
1177

0.561
0.723
0.645
2.758
1.439

3.132
3.627
0.681
0.860
1.227

1.008
1.281
7.017
0.591
1-909

0.793

Median

1.436
1,405
7.251
2.855
1.750

1.171
1.688
1.105
5.591
3.428

§,752
6.633

0.873
1.376
1.970

1.637
2,403
9.036
0.953
3.025

1.693

84 %ile

3.747
2.255
12,742
12.337
2.521

4.315
4,739
1.987
T.794
8.591

12.218
11.329
1.292
2,187
3.912

6.742
7.089
13.187
1.664
5.781

Maximum

4537
2.914

18.960

40,504
2,813

17.180

24,067
11.208
14.187

24,259

17.856
1.931
4,512
6.U472

29,216

13.817

16,137
5.643
8,486

40,50k

£6
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Figure 5.3b Ratio of concentration calculated by the Bagnold (1966} technique to observed
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Table 5.5b

Ratio of Predicted to Obéerved Concentration for Bagnold Method - Field Data

Data Set

ATC
CoL
HII
MID
MISs1

MIS2
MOU
NIO
RED
RGC

RGR
All

Number

63
30
22
38
111

53
75
4o
29

8

50
519

Geo.Mean Geo.S.D,‘ Minimum

0.579
1.057
4,032
1.103
1,065

0.645
5306
1.248
1.135
0.T#

0,467
1.173

1.793
1.615
1.361
1.490
1.886

1.676
1,669
1.286
2.266
1.324

1.627
2,537

0.172
0.468
1.808
0.478
0.141

0.182
101:82
0.815
0.215

0.190
0.111

16 %ile

00323
0,654
2,961
0.74o0
0.565

0.385
Z.179
0.971
0.501
0.559

0.287
0.462

Median

0.532
1.061
.102
1,144
1,041

0.599
4,995
1.172
1.101

0.51h
1.059

84 %ile

1,039
1.T706
5.486
2.009

1.080
8.856
1.605
2.511
0.981

0.760

Maximum

2.245
3.382
T.553
2.057
5.761

2.656
30.725
2.394
y,234
0.998

1507
30.725

€6
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5.3.3 Bishop, Simons, and Richardson Technique (1965)

White, Miili, and Crabbe (1973) have evaluated both the original
version of this technique and a modified version. Although tne modified
version tested slightly better, it is the original version that is
evaluated here.

The development of the technique was based on a modification of the
probabilistic approach used by Einstein (1950) to develop his bea load
function, Here the total load transport rate, rather than just the bed
load transport rate, is related to a dimensionless grain shear stress.

A complete description of the application of the technique is given by
White, Milli, and Crabbe (1973).

The results of the analysis for laboratory data are given in

Fig. 5.8a and Table 5.6a, and the results for field data are given in

Fig. 5.4b and Table 5.6b.
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Data Set

BAL
BRO
CoS
DAY
FOL

GUY1
GuY2
NOR1
NOR2
OJK

PRA
SIN
STE
STR
TAY

VAB
VAH
WLM
WLS
ZNA

All

Table 5.6a

Ratio of Predicted to Observed Conc, for Bishop et al, Method ~ Lab Data

Number

23

6
K
66

9
27
uy
22
11
14

18
14
hy
21
12

12
6
5

7

14

456

Geo.,Mean Geo,S.D. Minimum

0.402
0.547
0.306
0.508
2.740

0.606

1.232

0.994
0.8%41
1.030

o.u4h
0.2u8

0.972
1.522
1.2480

0.406
0.596
0.534
0.397
3.998

06695

3.110
2.387

2,419

1.592
1.395

1.679
1.619
1.808
1.383
1.507

2.046
2.069
1.471
1.486
1.579

1.929
1.479
1.433
1.498
2,464

2.300

0.026
0.102
0.084
0.147

0.255
0.331
0.331
0.497
0.44Y

0.099
0.064
0.436
0.662
0.831

0.187
0.315
0.355
0.381

0.026

16 %ile

0.129
0.229
0.126
0.319
1.965

0.361
0.760
0.549
0.608
0.683

0.217
0.120
0.661
1.025%
0.938

0.210
0.403
0-373
0.265
1.622

0.302

Median

0.292
0,570
0.239
0.523
2,969

0.622
1.292
1.128
0.847
1,080

0.580
0.318
0.991
1.65

1.165

0.336
0.638
0.523
0.438
4,584

0.666

84 gile

1.250
1.307
0.809
3.821

1.018
1.994
1.797
1,163
1,552

0.908
0.513
1.429
2.202
2.337

0.782
0.882
0.766
0.595
9.851

1.599

Maximum

1,488
1.455
1.201
1.185
3.915

1.330
2.887
2.476
1.273
1.832

1.027
0.736
2.108
2.586
3.205

1.683
1.113
0.890
0 068"‘
14.094

14.094
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BISHOP ET AL, METHOD - FIELD DATA

102 F i P A P . T
o ATCHAFALAYA RIVER (ATC)
X COLORADO RIVER (COL) 1
- A HIl RIVER (HID) .
+ MIDDLF LOUP RIVER (MID) 1
& MISSISSIPPI R. ST LOUIS (MISD) .
O MISSISSIPPL R. TARRERT LANDING (MIS2)
v MOUNTAIN CREEK (MOU) T
a NLOBRARA REVER (NIO)
> RED RIVER (RED)
100 - 4+ RID GRANOE CONV CH (RGC) ]
+ RIO GRANDE (RGR) ]
a - V V
E gvg + J
3 i A A +
S obdte. e Y I T———— S
' F o & 58%Y o <IN+“’<$¢-+-%+ ;
< ¢ Q. Qg ]
) | OV 0 ]
R 2SO I LalF . Sl E
s o - T Teevev g Y
S Too @B & P v oy
¢ 0 Q><> 0 DD o ] " % %‘? o, %
o . + O
OO0 o g P Boge . o x0T Y]
& mcg._.s._‘g_._%’_ﬁ.-__v_ T = T i S
fe) Dﬂg,\ D[B’ a] (e Clcb Brpob .
D et
o7 | dpta;% ¥ Lo ¢ - ]
. B 2
[ CHEN a ]
|ui)
I o
10-2 ) A R IR | . \ N RPN | . ; e , \ .l.-”r
101 102 103 104 10°

OBSERVED CONCENTRATION (ppm)

Figure 5.4b Ratio of concentration calculated by the Bishop, Simons, and Richardson (1965) techuique
to observed concentration as a function of observed concentration, for field data,



Table 5.6b
Ratio of Predicted to Observed Cone, for Bishop et al. Method - Field Data

Data Set Number Geo.Mean Geo,S.D, Minimum 16 %ile Median 84 $ile Maximum

ATC 63 0.163 1.716 0.03%4 0.095 0,148 0.279 0.675
COL 30 0,394 1.617 0.146 0.244 0.368 0.637 1.275
HII 22 1.075 1,474 0.384 0.729 1.035 1.585 2,767
MID 38 0.928 1.484 0,469 0.626 0.811 1.378 2,225
MIS1 111 0.472 1,760 0.111 0.268 0.493 0.830 1,504
MIS2 53 0.211 1.692 0.027 0.125 0,205 0.356 0.824
MoU 75 1.454 1.476 0.351 0.985 1.531 2.146 3.593
NIO no 0.777 1.292 0.474 0.601 0.762 1,004 1.317 -
RED 27 0.106 1.509 0.050 0.071 0.115 - 0.160 0.228 8
RGC 8 0.291 1.323 0.170 0.220 0.281 0.385 0.458

a1l 517 0.443 2,488 0.027 0.178 0.454 1.102 3.593
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5.34 Einstein Technique (1950)

A thumbnail sketch of this technique is given in section 5.1, wnich
is briefly reviewed here. The bed-load transport rate is calculated
from the grain shear stress for each size fraction of the bed material.
The suspended load for each size fraction can then be calculated by
integration of the product of Egs. 5.1 and 5.2, over the depth. The
total load concentration is the sum of the concentrations for each size
fraction.

The details of the technique are given by Vanoni (1975,
pp. 195-201). Analytical representations of the various graphical
factors are given by White, Milli, and Crabbe (1973, pp. 15~18).

The results of the analysis for laboratory data are given in
Fig. 5.5a and Table 5.7a, and the results for field data are given in

Fig. 5.5b and Table 5.7b.
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EINSTEIN METHOD - LAB DATA
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Figure 5.5a Ratio of concentration calculated by the Einstein (1950) teehniéuénte &béerved
concentration as a function of observed concentration, for laboratory data.
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Table 5.Ta
Ratio of Predicted to Observed Concentration for Einstein Method - Lab Data

Data Set Number Geo.Mean Geo.S.D. Minimum 16 %ile Median 84 9ile Maximum

BAL 21 0.174 4,900 0.016 0,036 0,146 0.854 1.362
BRO 6 0.233 §,532 0.020 0.051 0.161 1.058 1.908
CcOoSs 11 0.260 2.991 0.044 0.087 0.391 0.77T7 1.204
DAV 1) 0.098 3.381 0.005 0.029 0.074 0.330 0.802
FOL 9 1.683 1.429 0.698 1.178 1.795 2.405 2.422
GUY1 26 0.340 2.935 0.033 0.116 0.112 0.997 T.547
Quy2 it 0.816 1.607 0.302 0.507 0.769 1.311 2.230
NOR1 22 1.305 2,205 0.157 0.592 1.394 2.877 4,518 s
NOR2 11 1.313 1.276 0.878 1.029 1.257 1.676 1.968 &
0JK 14 0.595 1.520 0.222 0.391 0.518 0.905 1.388
PRA 22 0.91% 2.218 0.071 0.412 1.267 2.028 2.015
SIN 18 0.590 2.318 0.049 0.255 0.742 1.367 1.715
STE i) 0.811 1.368 0.364 0.593 0.810 1.109 1.554
STR 21 0.661 1.609 0.214 0.411 0.764 1.063 1.114
TAY 12 0.884 1.512 0.494 0.585 0.784 1.337 1.859
VAB 12 0.091 3.377 0.021 0.027 0.064 0.308 1.358
VAH 6 00273 1-515 00136 0.181 00275 00”1” 0.513
WLM 5 2.261 1.068 2. 117 2. 117 2.223 2.115 2.519
WLS 77 1.689 5,571 0.020 0.369 3.585 TT17 8.182
ZNA 11" 20997 2. 160 00298 1 0388 3-265 6 ou74 7.737
A1l Lyl 0.628 4,059 0.005 0.155 0.797 2,551 8.182

00000000000000000000000080000000000000000000
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Table 5.7b

Ratio of Predicted to Observed Concentration for Einstein Method - Field Data

DatavSet

Number
ATC 62
cor, 30
HII 22
MID 38
MIS1 106
MIS2 52
MOU 75
NIO 40
RED 23
RGC 8
RGR 50
A1l 506

00000000000000000000000000000000000000000000

Geo.Mean Geo.S.D.

1.521
0.240
0.393
0.374
0.315

0.241
0.973
0.442
0.075
0.291

0.279
0.420

10.121
1.640

1.586.

1.578
2,447

2.948
1.434
1,465
2.718
2.835

2.988
3.719

Minimum

0.048
0.093
0.117
0.176
0.028

0.245
0.196
0.018
0.060

0.033
00013

16 %ile

0.150
0.146
0.248
0.237
0.129

0.082
0.679
0.302
0.028
0.103

0.094
0.113

Median

1.571
0.234
0.370
0.355
0.289

0.182
G. 072
0.201

0.226
0.373

84 %ile

15.395
0.394
0.624
0.591
0.772

0.710
0.648
0.204
0.826

0.835
1.562

Maximum

233.312
0.708
0.940
2.119
6.002

2.167
2.427
1.591
1.085
2.027

«500
233.312

01



Table 5.7b
Ratio of Predicted to Observed Conecentration for Einstein Method = Field Data

Data Set  Number Geo.Mean Geo.S.D, Minimum 16 %ile  Median 84 $ile  Maximum

ATC 62 1.521 10.121 0.048 0,150 1.571 15.395 233.312
CoL 30 0.240 1,640 0,093 0.146 0,234 0.394 0.708
HIX 22 0.393 1,586 0.117 0.248 0,370 0.624 0.940
MID 38 0.374 1.578 0.176 0.237 0.355 0.591 2.119
MIS1 106 0.315 2.4487 0.028 0.129 0.259 0,772 6.002
MIS2 52 0.24 1 2.948 0.013 0,082 0.182 0.710 2,167
MOU 75 0,973 1.434 0.245 0.679 1,026 1.395 2,427
NIO 40 0. 4482 1.465 0.196 0,302 0. 427 0.648 1,591 —
RED 23 0.075 2.718 0,018 0,028 0.072 0.204 1.045 S
RGC 8 0,291 2.835 0,060 0.103 0.201 0.826 2.027
RGR 50 0.279 2,988 0.033 0.094 0.226 0.835 2.500

All 506 0,420 3.719 0.013 0.113 0.373 1.502 233.312
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5.3.5 FEngelund and Fredsoe Technique (1976)

This technique utilizes an analytical expression for the bed-
load transport rate plus the Einstein (1950) integrals for calcula-

tion of the suspended load transport rate.

t

The first step in the procedure is the calculation of u,' from

Eq. 3.15, from which T*' = pu*'zfg(psvp)Dso can be determined.

Given 1,', the quantity p can be determined from

L S 2
0.51 3

p= 1+ ——FFac (5.8)
Ty = 0.05

Then, the dimensionless bed load transport rate is given by

¢ = 5p (Vry - 0.7/0.05) (5.9)

Next, the volumetric bed concentration is determined from

. 0.65
b W+ 1/ (5.10)
where - 1/2
T, - 0.05 - 051 p|
lb = . (5.11)
0.027 = 1,
p

Finally, the suspended load transport rate is determined from

‘ R ‘ 12r l
& =11.6 /’r* h 2 Il In D + 12 (5.12)

where D is the fall diameter, and Il and 1'2 are the Einstein
integrals, which are given both graphically and analytically by
Vanoni (1975, pp. 196-198). And the total concentration by mass

is given by

—
c= °s PP D3 +
g \/ 5 /8 Ds (<I>B <I>S) (5.13)
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Although the writer believes that the equations presented
here are correct, Egs. 5.8 and 5.12 are slightly altered from
their original presentation. The changes are suggested by a
careful review of the derivation given by Engelund and Fredsoe
(1976).

For analysis purposes, the fall diameter has been taken to
be equivalent to D5y

The results of the analysis for laboratory data are given in

Fig. 5.6a and Table 5.8a, and for field data, the results are

given in Fig. 5.6b and Table 5.8b.
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Figure 5.6a Ratio of concentration calculated by the Engelund and Fredsoe (1976) techuique to
observed concentration as a funetion of observed concentration, for laboratory data.




Table 5.8a

Ratio of Predicted to Observed Cone, for Engelund and Fredsoe Eq. -~ Lab Data

Data Set

BAL
BRO
cos
DAV
FOL

GUY1
GUY2
NOR1
NOR2
0JK

PRA
SIN
STE
STR
TAY

VAB
VAH
WLM
WLS
ZNA

All

Number

21
6
0

61
9

26
by
22

6
13

8
1
uy
21
12

13
5
0

T7

13

4p2

Geo.Mean Geo.S.D.

0.475
0.691
1.000

S 1,042

2.198

0.500
2,206
0.675
1.364
1.754

1.306
2.030
0.464
1.617
1.776

1.255
0.995
1.000
1.952
39.289

1.274

1.228
1.567
1.000
2,005
1.616

2,388
1.T48
1.719
T.374
1.824

1.152
1.000
1.600
1.520
1.354

1.715
1.462
1.000
1.499
11.446

2.972

Minimum

0.277
0.000
0.268

0.110
0.653
00267
0.844
0.417

1.002
2.030
0.159
0.614
1,066

0.604
0.546
0.000
0.790
1.911

0,110

16 %ile

0.387
0.441
1.000
0.520
1.360

0.209
1.262
0.393
0.992
0.961

1.134
2.030
0.290
1.064
1.311

0.732
0.681
1.000
1.303
30’432

0.429

Median

0.463
1.089
0.756

0.502
2.055
0.683
1.309
2,004

1.249
2.030
0.560
1.787
1.580

1.230
0.990
1.814
2.231
155.198

1.210

84 %1ile

0.583
1.083
1.000
2.090
3,553

T.194
3.857
1.160
1.874
3.198

1.505
2.030
0.742
2,457
2,105

2.153
1.U455
1.000
149,703

3.785

Maximum

0.751
1.089
0.000
4,601
3.671

2.899
6.192
2.911.
2.122
5.434

. 1.574
2.030
~ 1.064
3.086
3.126

3.064
1,814
0.000
3.686
1290.333

1290.333

60T
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Figure 5.6b Ratio of concentration calculated by the Engelund and Fredsoe (1976) technique to

observed concentration as a function of observed concentration, for field data.
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Table 5.8b

Ratio of Predicted to Observed Cone. for Engelund and Fredsoe Eq. ~ Field Data

)Jata Set

ATC
CoL
HIX
MID
MIS1

MI1s2
MOU
NIO
RED
RGC

RGR
All

Number.

63
30
1
38
102
48
14
4o
29
8

.50
423

CGeo.Mean

10.406
0.291
1.293
2,333
9.964

1.395
1.483

2.528

14,133
0.31%4

0.750
3.179

Geo,S,.D.

20.421
1.673
2,953

25,624

6.763
1."‘15
4.796
14,651
2,492

4,354
14,026

Minimum

0.134

0.121

1,293
0.465
0.086

0.023
0.777
Q‘u17
0.115
0.142

0.057
0.023

16 %ile

0.510
0.174
1‘293
0.790
0.389

0.206
1.048
0.527
0.965
0.126

0.172
0.227

Median

8.888
0.248
1.293
2.060
3.783

0.69%
1.586
1,491

14,074
0.221

0.574
1,694

84 zile

212.514

0.487
1.293
6.888
255.309

9.433
12,125
207.068
0.783

3.266
44,591

Maximum

2252.931
0.914
1.293

38.363

5788.821

52.154
2.679
148.858
2.911

18.183
5788.821

11
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5.3.6 Engelund and Hansen Technigue (1967)

This technique is one of the simplest to use of all the methods

analyzed. Yet it is one of the most effective.

reduced to the single equation:

vS 1/2

Pe
C =0.05 T
PP \/ PP *
)gnso

p

where T, = prs/(p_~p)Dg.

The technique can be

(5.14)

The results of the analysis for laboratory data are given in

Fig. 5.7a and Table 5.9a, and the results for field data are given in

Fig. 5.7b and Table 5.9b.
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Figure 5.7a Ratio of concentration calculated by the Engelund and Hansen (1967) technique to
observed concentration as a function of observed concentration, for laboratory data,
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Table 5.9a

Ratio of Predicted to Observed Cone, for Engelund and Hansen Method - Lab Data

Data Set

BAL
BRO
cos
DAV
FOL

GUY1
GUY2
NOR1
NOR2
0JK

PRA
SIN
STE
STR
TAY

VAB
VAH
WLM
WLS
ZNA

411

Number

26
6
11
69
9

27
h7
22
11
14

25
20
4y
21
12

14
6
5

17
14

480

Geo,Mean Geo,S.D.

1.081
0.784
1.380

1.960

0.931

1.199
1.503
1.305
2,024
1.775

2.225
1.626
1.087
0.816
1.330

) 10360

1.622
1.899
0(5“9
1.965

1.236

1.660
1.513
1.728
2.386
10213

1.967
1.849
1.508
1.143
2.307

1.465
1.463
1.240
1.478
1.584

24252
2.006
1.185
10639
1.933

2,064

Minimun

0.578
0.520
0.553
0.315
0.706

0.608
0°663
0° 481
1.555
0 215

1.362
0.985
0.648
0.414
0.717

0.509
0.530
1.666
0.227
0.761

0.215

16 4ile

0.651
0.518
0.799
0.822
0.767

0.610
0.813
0.865
1.7T1
0.769

1.519
1.112
0.877
0.552
0.839

0.604
0.808
10602
0.335
1.017

0.599

Median

0.897
0.657
1.431
1.768
0.890

0.903
1.251
1.164
2,031
1.806

2.001
1.323
1.087
0.765
1.268

0.949
1.387
1.788
0.523
2.123

1.151

84 gile

1.794
1.186
2,384
4,676
1.129

2.359
2.779
1.967
2.313
4,095

3.260
2.378
1.348
1,206
2.107

3.063
3.253
2.251
0.900
3.798

2.552

Maximum

uo132
1.635
2,950
12.380
1.329

6.768
9(620
2.546
2-“58
6.412

5.004
3.794
1.638
2.247
3.197

100013
5.183
2.645
2.857
6.186

12.380

711
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Figure 5.7b Ratio of concentration calculated by the Engelund and Hansen (1967) technique to
observed concentration as a function of observed concentration, for field data.




Table 5 . gb

Ratio of Predicted to Observed Conc. for Engelund and Hansen Method -~ Field Data

ta Set Number Geo.,Mean Geo.S.D. Minimum 16 $ile Median 84 §ile Maximum

ATC 63 0.484 1.869 0.133 0.259 0,506 0.905 2.114
COL 30 0.981 1.659 0.395 0.591 0.979 1.627 3,462
HII 22 1.107 1.501 0.450 0.738 1.069 1.663 2.339
MID 38 0.937 1.533 0.356_ 0.611 1.005 1.436 1.986
MIS1 111 1.125 2.056 0.077 0.547 1.235 2.312 5,286
MIS2 53 0.576 1.543 0.178. 0.373 0.618 0.589 2.1478
MOU 75 1,528 1.674 0.308 0.913 1.379 2.558 8.655
NIO 40 1.497 1.266 1.016 1.183 1.429 1.895 2.947 -
RED 29 1.035 1.933 0.285 0.535 1.108 2.000 3.532 o
RGC 8 1.024 1.463 0.427 0.700 0.971 1.499 1.490
RGR 50 0.529 1.714 0.139 0.309 0.579 0.907 1.759
All 519 0.916 1.997 0.077 0.459 0.998 1.830 8.655
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5.3.7 Graf Technique (1968)

Like the method of Engelund and Hansen (1967), the Graf®
method is very easy to use, However, the test results for the latter
method are much less favorable than for the former method. Likewise,

the Graf technique can be reduced to a single equation:

p u,D
C = 10.39 s -*_S_Q) 1*2'02 (5.15)
PP J\ 4

As White, Milli, and Crabbe (1973) have indicated, Graf was not specific

about which grain diameter should be used. As suggested by Eq. 5.15,
D5g has been used here.

The results of the analysis for laboratory data are given in
Fig. 5.8a and Table 5.10a, and the results for field data are given in

Fig 5.8b and Table 5010bo

*The technique developed by Graf in 1968 is described in Graf, 1971.



Q11

o2 GRAF FQUATION - LAB DATA
- ——— ] . ] et ———
T O BARTON & LIN (BAL). Dsp=0.18mm :
! x BROOKS (BRO). Dsg=0.145.0.088mm ]
- A COSTELLD (COS) . Dsp~0.51-0.79mm .
- NS + DAVIES (DAV), Dso=0.iSmm '
L a ¢ FOLEY (FOL)., Dsg=0.29mm .
+ O GUY ET AL (GUYD) . Dsp=0-19mm
v+ ¥ o o V GUY ET AL (GUY2). Dg=0.27.0.28mm
Vo h+w, & .8 < NORDIN (NOR1). Dsg=0.25mm
1 TR & 40P R X > NORDIN (NOR2) . Dso=1-14mm
1ot +. 0 ¢ e OV 8 . + ONISHI ET AL (DJK) . Dso=0-25mm E
LY v s v &4n@_+x gt B, > ' 1
I - f;itﬁﬁft FO T .S
i . *y “ S iy Wy PO 1
. _
o - ->1-¢ + > V‘* ’ % )Q?D[]B:_G-&'b %Vév x..: k
u- M M g R T Vot @,
z gt @ g i&y " , o8
% -AA s * X ) + - @m Oé 4 X q
a st 2 a © opisTe on Qw49 7 o ” 2
Q N DR I S T i s T L TR T T T LT T T T T T T
2 5 RIRAE R 2. T A :
] i A S 9r R xF F= o7 2 ® g o 1
3 N Zdy 0% %o 8 F ]
-« b A A &+ XX (0] .
S e A —_—— e BT D e i e e e e o e e e e = e e < e
o 3 ' ' #{;X_E @™ e X i
: + o ® L
B ta & ]
+ m’f 'é’: g
[ I
o ®
‘% ‘5 PRA T GPRA):qu)'O 48mm
1077 - & SINOH (S] 9&0 .§2mm -
IR 9 STEIN (ST 0.40mm ]
. »% STRAUB “GSTR)q, 5=0.191mm 1
- X TAYLOR (TAY . Dg~0.138,0.228mm -
I X VANONI & BROOKS™ (VAB) . Dso=0.137mm ]
- X VANONI & HWANG (VAH) ,Dsg=0.206.0.230mm
X WILLIAMS (WLM) . Dsg=1-35mm
I ® WILLIS (WLS). Dso=0.10mm 1
8 ZNAMENSKAYA (ZNA). Ds=0.18.0.80mm
10-2" . T BTN | L ISR IR AT NN | v : NI S
10! 102 103 - 104 105

OBSERVED CONCENTRATION

(p

Figure 5 Ba Ratio of concentration ‘calculated by the Graf (1968) technique to observed concentration
as a function of observed concentration, for laboratory data,



Table 5.10a
Ratio of Predicted to Observed Concentration for Graf Method = Lab Data

Data Set  Number Geo.Mean Geo.S.D. Minimum 16 %ile Median 84 %ile  Maximum

BAL 26 1.550 2.861 0.284 0.542 1.232 4.435 18.513
BRO 6 0.919 2.413 0.308 0.381 0,892 2,218 4.337
cos 11 1.027 1.762 0.392 0.583 1.299 1.810 1.990
DAV 69 2.600 3.560 0.129 0.730 2.531 9.257 26.242
KL 9 0.897 1.388 0.599 0.646 0.805 1,245 1.848
GUY1 27 1,264 2.983 0.317 0.424 0.934 3.770 17.051
GuUY2 47 1.852 2.550 0.479 0.726 2,029 4,723 18,148
NOR1 22 0.901 2.159 0.172 0.417 0.735 1.945 3.318 o
NOR2 11 4.359 1.524 1.505 2.860 y.727 6.642 6.886 ©
0JK 14 3.120 3.217 0.179 0.970 3.433 10,036 14,016
PRA 25 4,231 1.599 1.818 2,616 4.243 6.764 14.209
SIN 20 3.591 1.737 1,426 2.067 2.863 6.237 10.864
STE 44 1.447 1,981 0.433 0.731 1.161 2.866 5.490
SIR 21 0.702 1.943 0.315 0.362 0.598 1.36%4 5.971
TAY 12 1.554 2.641 0.349 0.589 1.902 4,104 7T.150
VAB 14 2'368 3.622 0."51 0.65’4 20177 8.5'{7 360395
VAH 6 2.743 2.289 0.714 1.198 2.202 6.27T 10.974
WiM 5 2,706 1,249 2,034 2.166 3.007 3.380 3.380
WS 77 0.248 3.121 0.043 0.079 0,188 0.773 6.833
ZNA 14 2.948 2.881 0.432 1.023 2.305 8.1493 26.385

All 480 1 26N 3.696 0.043 n 2ca 1.503 36.395



GRAF FQUATION - FIELD DATA

OBSERVED CONCENTRATION (ppm)

as a funection of observed concentration, for field data,
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Figure 5.8b Ratio of concentration calculated by the Graf (1968) technique to observed concentration



Table 5.10b
Ratio of Predicted to Observed Concentration for Graf Method - Field Data

Data Set  Number Geo.Mean Geo.S.D. Minimum 16 %ile Median 84 %ile Maximum

ATC 63 0.235 2,392 0.028 0.098 0.224 0.501 2.069
COL 30 1.265 1.809 0.501 0.699 1.213 2.258 1,887
HII 22 1.980 1.809 0.605 1.094 1.844 3.581 8.0¢7
MID 38 1.490 2.022 0.258 0.737 1.8514 3.013 3.607
MIS1 111 1.076 2.728 0.029 0.394 1.224 2.935 12.743
MIS2 53 0.387  1.624 0.104 - 0.21% 1 0.363 0.50k 1.644
MOU 75 2.682 2.1148 0.453 1.249 2.017 5,762 25.596
NIO 40 2.6143 1.430 1.068 = '1.848 2.582 3.780 6.215 —
RED 29 1.806 2.829 0.270 0.638 1.644 5.109 12.079 ~
RGC 8 1.445 1.807 0.585 0.800 1.400 2.610 2.842
RGR 50 0.570 2,245 0.133 0.254 0.583 1.279 2.664

All - 519 1.005 3.124 0.028 0.322 1.235 3.140 25.596
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5.3.8 Laursen Technigue (1958)

For the Laursen (1958) method, the particle size distribution
is divided into n size fractions, Pys which have mean size Dgy and

fall velocity wy. The concentration is calculated from

. /Dsi\'j./ﬁ |— v (D50>1/3— 1] - f(it>
c = 0.01 Pi(_' ) l_ PP\ \ T \wi (5.16)
58 Yc Doy g( >

\ T
i=1 p

The value of Yc is obtained from

>0.04 ceeees Dgy/8 > 0.1
 0.08 ...... 0.1 = Dsi/G > 0.03 (5.17)
0.03 ...... Dgy/8 £ 0.03
where 6 = 11.6v/u, is the thickness of the laminar sublayer.
The function f(u./w i) was given graphically by Laursen (1958).

For this analysis, the following equation was fitted to the curve:

r u,
! 3,988 + 0,250 se0 000 s essssens e es e eacane _\'ﬂ_'>200
1
u
~2.430 + 8.271X ~ 3.370%% + 0.476%%...200 z;v-’i>zov
i
[ x u,
fl—) =< 0.785 + 2.220X +.evrerennnn. Cereeneees 20 2—=>2.8 (%.18)
Wl vy
1.162 + 0.767% + 1.014X?% + 0.784%3....2.8 z%m.z
Uy
1.025 4 0.245% sosevasncosassesasnccaseres —<0,2
- Wi

where X = log(ug/w,).
The results of the analysis for laboratory data are given in

Fig. 5.9a and Table 5.1la, and for field data, the results are given

in Fig. 5.9b and Table 5.11b.
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Figure 5.9a Ratio of concentration calculated by the Laursen (1958) technique to observed
concentration as a function of observed concentration, for laboratory data,




Table 5.11a
Ratio of Predicted to Observed Concentration for Laursen Method ~ Lab Data

Data Set  Number Geo.Mean Geo.S.D. Minimum 16 %ile Median 84 %ile Maximum

BAL 25 0.505 1.931 0.104 0.202 0.U434 0.976 1.288
BRO 6 1.607 1.536 0.937 1.047 1.541 2.409 3.654
- C0S 1 1.738 1.619 0.598 1.073 2.298 2.814 2.637
DAV 69 1.439 1.723 0.280 0.835 1.346 2.479 3.402
FOL 9 1.630 1.262 1.193 1.292 1.580 2.056 2,219
GUY1 27 0,924 1.502 0.414 0.6H5 0.956 1.388 1.944
GUY2 47 1.539 1.536 0.556 1.002 1.458 2.363 5.336
ROR1 22 0.925 1.536 0.328 0.603 - 0.922 1.421 1.987 e
NOR2 10 0.478 1.633 0.195 0.283 0.503 0.781 1.091 =~
0JK 14 1.090 1.693 0.274 0.6% 1.110 1.845 2,732
PRA 21 0.562 1.451 0.245 0.387 0.584 0.816 1.068
SIN 15 0.524 2.362 0.041 0.222 0.637 1.238 1.540
STE 4y 0.526 1.377 0.268 0.382 0.574 0.724 1.035
STR 21 1.884 1.6414 0.821 1.146 2.160 3.098 4,627
TAY 12 1.276 1.329 0.709 0.960 1.282 1.695 2.007
VAB 14 2,11 1.673 0.988 1.262 1.849 3.531 6.698
VAH 6 1.098 1.605 0.486 0.68%4 0.983 1.762 2.004
WLM ‘5 0.929 1.280 0.578 0.726 0.979 1.190 1.135
WLS T7 2.599 1.286 1.412 2.020 2.645 3.3u44 5.328
ZNA 14 16.793 9.401 0.811 1.786 33.648 157.865 249.272
All 469 1.296 2,532 0.041 0.512 1.250 3.281 249.272

AQQQ.O0.0.Q0.Q.0.00.0...QQCOCQO..OO...‘.OQ..



LAURSEN EQUATION - FIELD DATA
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Figure 5.9b Ratio of concentration ealculated by the Laursen (1958) technique to observed
concentration as a function of observed concentration, for field data.



ATC
COL
HII
MID
MIS1

MISs2
MOU
NIO
RED
RGC

RGR
All

Table 5.11b

Ratio of Predicted to Observed Concentration for Laursen Method ~ Fleld Data

Number

63
30
21
38
111

42
T1
4o
29

8

50
503

Geo ,Mean Geo.S.D.

0.294
0.138
0.239
0.935
0.487

0.146
0.575
1.079
0.775
0.372

0.331
0.420

2.622
1.942
2.326
4.191

2.172
1.551
2.385
2.154
1.800

2,383
3.098

Minimum

0.051
0.044
0.026
0.293
0.018

0.009
0.055
0.284
0.173

0.009

16 %ile

0.112
0.071
0.103
0.454
0.116

0.067
0.371
0.453
0.360
0.207

0.139
0.135

Median

0.236
00115
0.246
0.840
0.431

0.181
0.654
0.894
0.863
0.338

0.338
0.457

84 ¢ile

0.770
0.268
0.556
1.927
2,080

0.317
0.892
2.574
1.670
0.670

0.788
1.300

Maximum

2.104
0.610
0.970
7.601

0.973
1.077
8.200
2.406
1.284

5.786
11.999

9z1
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5.3.9 Ranga Raju, Garde, and Bhardwaj Technique (1981)

This is the most recently developed technique discussed.

According to this method, the dimensionless transport rate, €,

is determined from

$=60r1 '("““,) '
* To

in the range

-m
< _ofz'Y '
0.05 £ 1, ( r) < 1.0

The quantity r' is defined from
| P50
7.66 V/g§

which is the Strickler equation.

The exponent m is given by

' u,
(o e — 2 0.5

" Uy Uy
0.2.—-0.10 .... — > 0.5
w w

The concentration can be determined from

p / p._~p '
°s s 3
= —4/{—=—1}eD )
€ pq '( P >g 50

Equation 5.23 is slightly altered from the authors' eguation

by the removal of a factor of /g from the right side. As written

here, Eg. 5.23 is dimensionless and conforms with the standard

(5.19)

(5.20)

(5.21)

(5.22)

(5.23)

definition of ?. The writer believes that there was a typesetting

error in the original publication.
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The results of the analysis for laboratory data are given in

Fig. 5.10a and Table 5.12a, and for field data, the results are

given in Fig. 5.10b and Table 5.12b.
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Figure 5.10a Ratio of concentration calculated by the Ranga Raju, Garde, and Bhardwaj (1981)
technique to observed concentration as a function of observed concentration, for
laboratory data.




Table 5,122

Ratio of Predicted to Observed Cone. for Ranga Raju et al, Method = Lab Data

Data Set

BAL
BRO
Ccos
DAV
FOL

GUY1
GUY2
NORI
NOR2
0JK

PRA
SIN
STE
SIR
Tay

VAB
VAH
WLM
WS
INA

All

Number

26
5
8

69
9

20
40
12
11
14

22
16

34
21

12

14
6
5

45

14

403

Geo.Mean Geo.S.D.

0.782
1.499
0.817
1.608
1,706

1.138
1.067
1.168
0.908
0.967

0.723
0,631
1.143
1.362
1.061

1,671

0.769
0‘961
1.237
2.087

1.160

1.847
1.318
1.573
1.832
1.281

1.468
1.480
T.448
1.820
1.729

1.276
1.234
1.570
1.456
1.293

1.646
1.519
1.192
2.664
2.223

1.882

Minimum

0.323
1.039
0.418
0.224
0.974

0.569
0.507
0.685
0,438 .
0.224

0.530
0.484
0.711
0.685

0.590
0.383
0.784
0.290
0.591

0.224

16 %$ile

0.423
1.137
0.519
0.878
1.331

0.775
0.721
0.807
0.499
0.559

0.567
0.512
0.728
0.935
0,820

1.015
0.507
0.806
0,464
0.939

Median

0,744
1.322
0.944
1.959
1.795

1.134
1.057
0.736
1.119

0.672
0.608
1.131
1.576
1,003

1.529
0.705
0,903
0.939
1.741

1.115

84 %ile

1.444
1.976
1. .256
2.946
2,185

1,671
1.580
1.692
1.652
1.671

0.923

0.779

1.795
1.983
1.372

2,750
1.169
1.145
3-296
4.640

Maximum

2.312
2.233
1.358
4,035
2.233

2.0v4
20236
2.238
3.249
2.413

1.207
1.084

3.180

2.203
1.539

59292
1.315
1.218
26.822
11.093

26.822

0€T



RANGA RAJU ET AL. EQUATION - FIELD DATA
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Figure 5.10b Ratio of concentration calculated by the Ranga Raju, Garde, and Bhardwaj (1981)
technique to observed concentration as a funetion sf observed concentration, for field
data,




Table 5.12b
Ratio of Predicted to Observed Conc. for Ranga Raju et al, Method « Field Data

Data Set  Number Geo.Mean Geo0.S.D. Minimum 16 %ile Median 84 %ile Maximum

ATC 39 0,125  2.635  0.017  0.047 0,102  0.328  1.986
COL 30 0.228  1.888  0.066  0.121 0.242  0.131 1.172
HIT 22 0.389  1.477  0.129  0.26%  0.372  0.575  1.082
MID 38 0.515  1.585  0.238 0,325  0.443  0.817  2.610
MIS 96 0.218  3.121 0,009  0.070  0.2y0  0.679  3.301
MIS2 39 0.159  2.398  0.013  0.066  0.171 0.381 1,528
Moy 73 0.667  1.B39  0.158  0.460  0.67% 0,967  1.933
NIO 35 1.195  1.693  0.502  0.706 1,150  2.022  2.982 o
RED 16 0.505  2.53%  0.113  0.199  0.352 1.279 7.059 =
RGC 3 0.732  1.623  0.369  0.451 1.013  1.189  1.050
39 0.288 2.229 0.045 0.129 0.316 0.642 2,372
u30 0.333 2.813 0.009 0.118 0.381 0.936 T.059
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5.3.10 Rottner Technigque (1959)

The Rottner (1959) technique is a simple eguation which was
based on dimensional analysis. Concentration is a function of a

relative roughness, Dg O/ r, anda modified proude number, Fy, in

the form:
D \2/3 : 2/3] 8
c = -5 Jlo.667(=22 +0140‘F-o:778—§9>
pFD ¢ r ¢ D * r
where F_ = - Y

D psﬁg .
. /\ P &

The results of the analysis for laboratory data are given in
Fig. 5.11la and Table 5.13a, and for field data, the results are

given in Fig. 5.11b and Table 5.13b.

(5.24)
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Figure 5.1ta Ratio of concentration calculated by the Rottner (1959) technique to observed
coneentration as a function of observed concentration, for laberatory data.
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Table 5,13a
Ratio of Predicted to Observed Concentration for Rottner Method - Lab Data

Data Set  Number Geo.,Mean Geo.S.D. Minimum 16 4ile Median 84 %ile Maximum

BAL 26 0.644 1.558 0.326 0.413 0.672 1.004 1.596
BRO 6 0.611 2,020 0,153 0.302 0.598 12235 1.340
cos 11 3.835 - 1.737 1.627 2,209 4.614 67660 8.7T1
DAV 69 1.505 2.155 0.428 0.698 1.172 3.242 8.052
FOL 9 1.525 1.433 0.899 1.064 1.644 2 186 2.340
GUY1 27 0.735 2.272 0.171 0.323 0.773 1.670 h.y13
GUY2 47 0.979 2.165 0.210 0.452 0.850 2.119 9.599
NOR1 22 0.898 1.834 0.327 0.490 0.927 1.647 4,122 =
NOR2 11 1,028 1.438 0.612 0.715 0.921 1.478 2.174 he:
0JK 14 1.251 1.755 0.347 0.713 1.169 2.195 3,731
PRA 25 1.451 1.978 0.522 0.734 1.13% 2.870 4,623
SIN 20 0.724 1.574 0.323 0.460 0.679 1.140 2.508
STE 4y 0.531 1.420 0.286 0.374 0.518 0.754 1.198
STR 21 0.938 1,572 0.286 0.597 1.003 1474 1.736
TAY 12 1.281 1.407 0.729 0.910 1.255 1.804 2.365
VAB 14 0.707 2.106 0.263 0.336 0.607 1.490 2.982
VAH 6 1.072 1.940 0.384 0.553 0.866 2,080 3.345
WLM 5 1.925 1.348 1.325 1.428 2.020 2.594 2.749
WLS 77 0.549 1.396 0.242 0.:393 0.560k4 0.766 1.613
ZNA 14 1.581 1.992 0.224 0.793 1.567 3.149 4.370

A1l 480 0.920 2.101% 0.153 0.438 0.847 1.932 9.599




ROTTNER EQUATION - FIELD DATA
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Figure 5.1tb Ratio of concentration calculated by the Rottner (1959) technidye to observed
concentration as a funetion of observed concentration, for field data,
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Table 5,13b
Ratio of Predicted to Observed Concentration for Roﬁtner Method -~ Field Data

Data Set Number Geo.Mean Geo.S.D. Minimum 16 %ile Median 84 %ile Maximum

ATC 63 0.526 - 1.78T 0.102 0.294 0.539 0.939 1.362
COL 30 0.606 1.553 0.277 0.390 0.545 0.941 1.634
HII 22 0.892 1.425 0.113 0.626 0.816 1.272 1.963
MID 38 0.503 1.441 0.253 0.349 0474 0.725 1.525
MIS1 111 0.778 T.676 0.248 0.464 0.749 1.305 2.792
MIS2 53 0.611 1.893 0.097 0.323 0.595 1.158 1.652
Mou 75 1.187 1475 0.331 0.805 1.241 1.751 2,980
NTO o 0.464 1.257 0.289 0.369 0.400 0.584 0.764 =
RED 29 0.347 1.644 0.136 0.211 0.359 0.570 0.805 ~
RGC 8 0.271 1.332 0.166 0.203 0.256 0.361 0.406 -
RGR 50 0.271 1.623 0.070 0.167 0.263 0.439 0.908

A1l 519 0.603 1.904 0.070 0.317 0.596 1.149 2.980
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5.3.11 Shen and Hung Technigque (1971)

Shen and Hung (1971) developed a single equation using advanced
curve fitting techniques. The equation does not use dimensionless
parameters and the units are in the English system. The equation

for C in ppm by mass is:
log C = ao + alX + aZX2 + a3X3 (5.25)
where
X = v 575 426 (5.26)

The quantities v and w are the flow velocity and fall velocity
of the median sediment particle, respectively, in ft/s. The

coefficients are:

a_ = -107404.46
O
a; = 324214.75
a, = -326309.59
as = 109503.87
a, = 0.00750189
ag = 0.00428802
ag = -0.00239974

which have been rounded to 8 significant figures.
The results of the analysis for laboratory data are given in
Fig. 5.12a and Table 5.14a, and for field data, the results are given

in Fig. 5.12b and Table 5.14b.
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Figure 5.12a Ratio of concentration calculated by the Shen and Hung (1971) technique to observed

concentration as a function of observed conecentration, far laboratory data,




Data Set

BAL
BRO
cos
DAV
FOL

GUY 1
GUY2
NOR1
NOR2
0JK

PRA
SIN
STE
STIR
TAY

VAB

VAH .

WLM
WLS
ZHA

All

Table 5.14a

Ratio of Predicted to Observed Cone, for Shen and Hung Method -~ Lab Data

Number

26
6
11
69
9

27
47
22
11
14

25
20
4y
21
12

14
6
5

7

14

480

Geo,Mean Geo,S.D.

0.536
0.599
0.797
0.966
0.916

0.774
1.027
1.133
2.226
1.018

1.039
1.039
0.910
0.741
0.899

0.727
0.737
2.411
0.551
1.740

0.866

1.658
1.472
1.720
1.682
1247

1.485
1.391
1.488
1,246
1,843

1.461
1.185
1,152
1.424
1.180

1.688

1.520
1.124
14309

1.656

Minimum

0.245
0.296
0.247
0.186

0.luok
0.468
0.552
1.588
0.197

0.303
0.732
0.703
0.306
0.673

0.341
0,351
2.063
0.291
0.690

0.186

16 %ile
0.323

0.463
0.574
0.735

0.522
0.738
0.761
0.553

0.711
0.877
0.790
0.520
0.762

- 0.U31

0.485
2.145
0.421
1.056

0.523

Median

0.495
0,521
0.984
0.861
0.928

0.771
1.009
1.101

2.350 .

1.175

1.145
1.005
0.899
0.753
0.850

0.665
0.692
2.534
0 ‘506
1,555

0.858

84 %ile

0'889
0.881
1.371
1.624
1,143

1,150
1.429
1.685
2.773
1.877

1.518
1.231
1.048
1.055
1.061

1.227
1.120
2,711
0.721
2.869

1.435

Maximum

0.936
1.520
2,353
1,347

1.746
2.497
2.657
2.977
2,794

1.698
1.542
1.273
1.151
1.307

) 20607

1.248
2.782
1.175
4,029

4.029

oyl
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Figure 5.12b Ratio of concentration calculated by tke Shen and Hung (1971) techuique to observed
concentration as a function of observed concentration, for field data.




Table 5,14b

Ratio of Predicted to Observed Conc. for Shen and Hung Methed ~ Field Data

Data Set

ATC
CoL
HIT
MID
MIS1

MIs2
MOU
NIO
RED
RGC

RGR
A1l

Number

Geo,Mean Geo.S.D,

0.161
0.347
1,441
0.698
0,280

0.112
1.516
1.013
0.096
0.667

0.399
0.432

2.271
1.844
1.490
1.418
2.339

2.019
T.5U7
1.317
14499
1.492

1.927
2,973

Minimum

0.025
0.099
0.605
0.376
0.019

0.023
0.327
0.559
0.033
0.260

0.070
0.019

16 %ile

05071
0.188
0967
0.492
0 120

0.055
0.980
0.769
0.064
0.447

05207
0.145

Median

0.175
0.354
1.400
0.677
0.333

0.122
1.398
1.005
0.099
0.693

0.431
0.511

84 %ile

0.366
0.640
2,148
0.990
0.654

0.225
2.345

1.334

0,144
0.996

0.768
1.284

Maximum

0.959
1.475
2.710
1.951
1.619

0.455
6.290
2.089
0.219
1.153

1.353
6.290

(A
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5.3.12 Toffaleti Technique (1968)

Toffaleti (1968) used the Einstein (1950) method as an inspiration
for the development of this technique. Since the technique is quite
complex, a full description is not given here. Full descriptions or the
method can be found in Vanoni (1975, pp. 209-213) and White, Milli, and
Crabbe (1973, pp. 35-41).

The principal similarity between the Einstein and Toffaleti
techniques is the use of an empirical equation to determine a bed load
concentration from which the suspended load concentration can be
determined. For the Toffaleti technique, the suspended zone is divided
into an upper, middle, and lower zone. For each zone the integral of
the product of the concentration equation and the velocity equation has
been replaced by an explicit function. These functions were developed
for the English system of measurement, and are not dimensionally
homogeneous.

Large amounts of field and laboratory data were used to determine
the empirical coefficients. Much of the data used in the analysis here
were actually used by Toffaleti (1968) in the original development of
the technique. The Mississippi River and Atchafalaya River data were in
fact obtained from this source.

The results of the analysis for laboratory data are given in
Fig. 5.13a and Table 5.15a, and the results for field data are given in

Fig. 5.13b and Table 5.15b.
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Figure 5,13a Ratio of concentration calculated by the Toffaleti (1968) teehﬁique to observed
concentration as a function of observed concentration, for laboratory data.



Table 5.15a
Ratio of Predicted to Observed Coneentration for Toffaleti Method -~ Lab Data

Data Set  Number GeoaMean Geo.S.D. Minimum 16 %ile Median 84 %ile Maximum

BAL 26 0.6 14 1.854 0.178 0.331 0.531 1.139 1.857
BRO 6 1,648 1.478 1.123 1.115 1.512 2.435 3.641
DAV 69 1.533 1.328 0.522 1.154 1,547 2,035 2.540
FOL 9 0.830 1.452 0.535 0.572 0.757 1205 1.656
GUY2 47 1.599 1.521 0.63%4 1.051 1.430 2.432 4,683
NOR1 22 1.274% 1.T74 0.565 0.718 1.138 2.260 3.792 =
NOR2 11 0,276 1.607 0.130 0.171 0,268 0.443 0.621 o
OJK 14 0,907 1.721 0.235 0.527 0.911 1,562 2,484
PRA 25 0.326 2.229 0.111 0.146 0,226 0.727 1.483
SIN 20 0362 1.525 0.149 0.237 0.413 0.553 0.610
STE 44 0.298 1.523 0.133 0.195 0.214 0.453 0.664
SIR 21 1.411 1.663 0.423 0.848 1.427 2.347 2.610
TAY 12 1.468 1.230 1.008 1.193 1477 1.805 2.089
VAB 13 1.746 1.491 0.8603 1.171 1.990 2.604 3.256
WEM 5 0.374 1.382 0.263 0.270 0.353 0.517 0.517
WLS 77 3.445 1.392 1.502 2.474 3.226 h,797 9.367
ZNA 14 6.065 7.915 0.367 0.766 1,687 48.002 123.929

All 476 1.166 2.749 N hon 1.312 3.206 123.929
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Table 5.15b
Ratio of Predicted to Observed Concentration for Toffaleti Method -~ Field Data

Data Set Number Geo.Mean Geo,S.D. Minimum 16 %$ile Median 84t 4ile Maximum

ATC 63 1,761 2.166 0.365 0.813 1.543 3.814 9.800
COoL 30 0.358 1,966 0.134 0.182 0.301 0.704 1.666
HIT 22 0.283 1.861 0.059 0.152 0.245 0.526 1.182
MID 38 0.817 1.682 0.348 0.486 0. 745 1.375 4,028
MIS1 111 1.461 2.806 0.080 0.521 1.559 4,101 14,510
MIS2 53 0.809 1.919 0.111 0.422 0.808 1.554 4,649
Mou 75 0.483 1.866 0.102 0.259 0.471 0.902 2,107
NIO %0 1.042 1.650 ‘0.393 0.632 1.047 1.720 4,194 —
RED 29 1.418 1.714 0.612 0.827 1.429 2.430 4,801 g
RGC 8 0.856 1'910 00329 OmllllB 00676 1 0635 20536
RGR 50 0,165 2.30%4 0.069 0.202 0.551 1.071 1.996

All 519 0.854 2,572 0.059 0,332 0.816 2.196 4,510



148

5.3.13 Yang Technigue (1973)

This technique is based primarily on dimensional analysis.
The principal variable is the dimensionless unit stream power,

vS/w. Concentration is obtained from

+ FvS Vcrs\
log C = a; T a, log - T } (5.27)
where
wD
50 Uy
a; =-0.565- 0.286 log — 0.457 log -
wD, u,

= 1.799 = 0.409 log - 0.314 log —

&2
and w is fall velocity.

The critical velocity is determined from

u*D
2005 ettt ——;59-2 70
L (5.28)
v = u,D
cr 2:3 ceenene 1.2 <« —20 L 9
u*D50 Vv
logl " ~-0.06

As written here, the concentration is given in mass per unit
mass. To convert to ppm, 6 should be added to the right side of
Eq. 5.27.

The results of the analysis for laboratory data are given in
Fig. 5.14a and Table 5.16a, and for field data, the results are given

in Fig. 5.14b and Table 5.16b.
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Data Set

BAL
BRO
as
DAV
L

GUY1
GUY2
NOR1
NOR2
OK

PRA
SIN
SIE
SIR
TAY

VAB
VAH
WL

INA

A1l

Ratio of Predicted to Observed Concentration for Yang Method ~ Lab Data

Number

26
6
"1
69
9

27
47
22
11
14

25
20
44
21
12

14
6
5

71

14

480

Ckn,hﬁmn Ge0.3.D.

0.766
1.446
1,827
1.486
1,258

0.979
1.137
1.019
2,915
1.351

1,649
1.245
0.943
1.198
1.165

1.347
1.004
4,955
0.945
2.462

1.215

1.499
1.255
1.653
1.957

1.164

1.585
1.511
1.440
1.249
2,027

1.347
1.213

1.124

1.519
1.281

1.795
1.707
1.238
1.369
1.781

1.710

Table 5.16a

Minimum

0.398
1#037
0.688

0.499
0.734
0.“‘3”
2,024
0.21%4

0.909
0.958
0.759
0.596
0.8h4

0.490
0.411
3.966
0.359
1.093

0.214

16 %ile

0.511
1.152
1.105
0.759
1,081

0.618
0.753
0.708
2.334
0.666

1.225
1.027
0.839
0.789
0.909

0.751
0.588
k.00h
0.690
1.383

Median

0.778
1.275
2,014
1.385
1,225

0.865
1,011

0.993
3.120
1.550

1.590
1,157
0.928

1.429
1.108

1.163
0.873
4.730
0.906

2,102

1.09%

84 %ile

1.148
- 1,815
3.019
2.909
1,464
1.551
1.718
T.408

3.640
2.738

2.222
1.510
1.060
1.820
1.492

2.418
1.713
6.132
1.294
4,384

2,078

Maxitmum

1.462
1.815
3,735
5.158
1.698

3.162
4,285
2.174
4,206
4,194

2,896
2.150
14353
1.904
1.956

5.968
2,204
7.329
2,299
7.110

7.329

061



YANG EQUATION - FIELD DATA
s

102 [ ; , , g . N
0O ATCHAFALAYA RIVER (ATC)
x COLORADO RIVER (COL)
- A HIl RIVER (HID 7
+ MIDDLE LOUP RIVER (MID)
¢ MISSISSIPPI R, ST LOUIS (MIS11
O MISSISSIPPI R. TARBERT LANDING (MIS2)
V. MOUNTAIN CREEK (MOW)
< NIORRARA RIVER (NIQ)
, v D RED RIVER (RED)
10" |- ¢ RI0O GRANDE CONV CH (RGC} -
v v + RIO GRANDE (RGR)
L. v vV v -
A AAVV
L NV A8
9 T ™,
: i Ro v a
%Vv% YW v B + -
I S+ I R T R A R Ry T T e e e e
100 20 o . o2 o VA Fot . af oflg —
50‘Q>ocb<> %ﬁ%@o \ o x ks 4E*ﬁ%4$h <9 1
" 4 @ O % % g 3‘.,_4 + +§v.
——0—-,-?)——9@ 55 5 —~y—g——— = i e o
C Doo @>l>8<>© & O%o N 4 ¢ By
v OODD og oo X + %% ** +
Co o By BP o ob o ¢ @
- o o 0 og,0 8§ x " 3
N oy o 0 o 24 ox X $
| &8 Q. — ey o . ¥ SR S — - _
0 o & o o o %§£33> oo R
107 %0, 9 g oo 00,®L> B O O ¥ -
. o a ¢ o . +
L u] g Cn o o OEII
A B o F ]
n B o
X n o
b D D
!0—2 Lo o | | T o ' \ : f.a s l ! ' 1 | R Wy
10} 102 103 104 , 105

OBSERVED CONCENTRATION (ppm)

Figure 5.14b Ratio of concentration ealculated by the Yang (1973) technique to observed concentration
as a funetion of observed concentration, for field data,




Ratio of Predicted to Observed Concentration for Yang Method - Field Data

Data Set

ATC
CoL
HIT
MID
MIS1

MIS2
MOU
NIO
RED
RGC

RGR
All

Number

57
30
22
38
111

53
75
40
29

8

50
513

0.099
0.437
2.395
0.685
0,468

0.139
2.286
0.951
0.223
0.509

0.325
0.471

Geo,Mean Geo.S.D.

2.045

1.657

1.410
1.512
1.791

1.638
1.566
1.293

1.760

1.U452

1.650
3.077

Table 5.16b

Minimum

00019
0.179
1.066
0.301
0.039

0.041
0.519
0.072

0.082

0.019

16 %ile

0.049
0.26k4
1.699
0.453
0.261

0.085
1.460
0.126
0.351

0.197
0.153

Median

0.106
2,504
0.685
0,488

0.154
2.130
0.897
0,253
0.505

0.332
0.477

84 %ile

0.203
0.724
3.376
1.036
0.838

0.228
3.579
1.229
0.392
0.740

0.536
1.451

Maximum

0.505
1.390
4,003
1.829
1.361

0.480
11.646
1.955
0.683
0.793

1.054
11.646

(47!
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54 Discussion

In the analysis of the 13 techniques, thousands of statistics are
presented and over 10,000 points are plotted in the 26 graphs. This
mountain of information is somewhat overwhelming. However, all of the
information has been provided for a purpose.

The figures help identify trends in the data that are not evident

from the tables. For example, the Bagnold (1966) relation displays a

distinctive trend in Fig. 5.3a. The trend suggests that, for the
laboratory data, the predicted concentration tends to be near 1000 ppm
regardless'of the observed concentration. Similar but less distinctive
trends are observed for the Graf (1968) equation (Fig. 5.8a) and the
Rottner (1959) equation (Fig. 5.11a). Of course, excessive scatter in
the figures also clearly indicates the poor performance of a technique.

The tables have been presented in an effort to evaluate the
behavior of the techniques under various combinations of conditions.
For example, the Yang (1973) equation tends to over-predict for the two
sets of data with coarse sand, the Williams data and the Nordin data
(WLM and NOR2, respectively, in Table 5.16a). On the other hand, it
tends to under predict for deep river data such as the Atchafalaya River
and the Mississippi River (ATC and MIS2, respectively, in Table 5.16b).
Analogous behaviour can be seen for many of the techniques.

A comparison of all the techniques, including the proposed new

method is giveh in Table 6.4 near the end of the next chapter.
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In general, the newer methods which were fitted to large amounts of data
have performed the best. Of the methods discussed here, the Ackers and

White (1973) performed best for the laboratory data, while Engelund and

Hansen (1967) did slightly better for the field data.
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CHAPIRR 6

A NEW MEIHD KR PREDICTING SEDIMENT CONCENIRATION

In the previous chapter, 13 methods for predicting mean sediment
concentration in a channel were analyzed. Each method exhibited
considerable scatter. The best methods gave reasonable results for the
laboratory data, but were less satisfactory for the field data.
Probably only a limited amount of field datawere available when the
various techniques were being developed.

In this chapter, a new equation for predicting mean sediment
concentration is proposed. It is based solely on dimensional analysis
and a best fit of the available data used in the analysis of existing
techniques. The form of the equation has been intentionally kept as
simple and easy to use as possible, under the assumption that a certain
amount of scatter is inevitable and cannot be eliminated by increasing

the complexity of the relationship or the analysis.

6.1 Expected Scatter in Sediment Concentration

To illustrate the amount of expected scatter, the top ten available
discharge records for the Atchafalaya River at Simmesport, Louisiana
have been analyzed. The observations, made between 1961 and 1965, have
a maximum discharge of 14,200 m3/s and a minimum discharge of 10,200

m3/s. Figure 6.1 shows the velocity, depth and bed-material
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Figure 6.1 Velocity, depth, and bed-material sediment concentration fluctuations,

plotted as fraction of the respective mean values, for the ten highest
discharge observations, 1961 to 1965.
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concentration, plotted as fraction of the respective mean values, for
the ten records. The scatter in the sediment concentration is much
larger than the fluctuations in velocity and depth. In fact, the range
in the sediment concentration is greater than a factor of three.

The statistics of some of the hydraulic and sediment variables for
the ten observations are given in Table 6.1. The fluctuations in
concentration C, expressed as standard deviation as percent of the
mean, are larger than the fluctuations in any of the other variables.
For the narrow range of conditions, concentration is shown to be
virtually uncorrelated with any of the given variables, with the
exception of a weak, probably spurious, negative correlation with age

Large fluctuations in sediment concentration over a narrow range of
hydraulic and bed-material conditions are not unique to the Atchafalaya
River. Therefore, the best that can be hoped for in predicting
concentration from cross-sectional averaged hydraulic and bed material
properties, is an accurate estimate of the expected value and an

indication of the range of variations of concentration.

6.2 Width and Depth Effects

For the laboratory data, a sidewall correction has been used to
adjust the hydraulic radius to eliminate the effects of the flume walls.
If sediment concentration is correlated with velocity, however, the

sidewall correction will be of little use. The laboratory experiments

of Williams (1970), conducted in flumes with different widths, have been
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TABLE 6.1

Atchafalaya River at Simmesport, Louisiana
Top Ten Observations Ranked by Discharge
1961 through 1965

r2

Variable Mean Star.xdax.'d gzi?:iFd Correlatior‘l between
Deviation as 7% ot Mean Concentration, C,

and Given Variable

v (m/s) 1.86 0.110 5.89 0.04

w (m) 467 15.7 3.35 0.04

d (m) 13.9 0.597 4,29

s x 10° 4.79 0.261 5.45

D50 (mm) 0.216 0.0415 19.2

c 1.57 0.176 11.2 0.19

Tg("C) 17.4 2,81 16.2 0

C (ppm) 353 119 33.7 1
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used to examine the possible sidewall effects, plus effects of errors
induced by very shallow depths.

The results of all Williams (1970) experiments with concentrations
greater than 10 parts per million by weight are plotted in Fig. 6.2a.
The dimensionless group plotted along the abscissa wes determined from
the analysis which follows later in this chapter. The data plotted in
Fig. 6.2a exhibit a large amount of scatter. In Fig. 6.2b only
width-to-depth ratios greater than four have been plotted, and the
scatter has been greatly reduced. In Fig. 6.2c, the rastriction that
d/D50 be greater than 50 has been added, resulting in a greater
reduction of scatter.

Throughout this report a width—-to-depth ratio of 4 has been used as
the lower limit in all analyses. Also, the relative roughness, defined
by NDSO"" was limited to values greater than 100. These restrictions,
along with a lower limit of 10 pom for concentration, reduced the
Williams (1970) data from 177 observations to 5 observations for the

purposes of this report.

6.3 Critical Velocity

The "eoritical®™ shear stress at which motion begins on the bed can
be determined from a Shields diagram, such as given by Vanoni (1975,
p. 96). By combining the Shields diagram with the analysis presented in

Chapter 4, the critical velocity of a channel can be determined.
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Figure 6.2 Williams (1970) data showing the effects of low values of w/d and d/D50 on sediment concentration.
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The Shields diagram has the form

u,D
T, = f( *v5°) (6.1)

which can easily be transformed into the form

T, = £R ) (6.2)

The transformed Shields curve, plotted in Fig. 6.3, can be approximated

by
Tag = 0-22Y + 0.06(10)"" 7% (6.3)
bs‘O =0°6
where Y = R
b g

The original Shields data (Vanoni, 1965) are also plotted in Fig. 6.3.

Gessler (1971) has suggested that the Shields Diagram a given by
Vanoni (1975) is for dune covered beds. If this is the case, then the
lower regime Eq. 4.10a should be useful in relating shear stress to
velocity. Rearrangement of Eq. 4.10a for critical conditions gives an
equation for the grain Froude number:

0.5293 ¢=0.1405 ; ~0-1606 (6.4)

= 4,596
Fg T*o 8

o)

from which velocity can be determined, where Fg=V/\/gDS‘D(DS-p')/D--

Given slope, water temperature, and bed-material properties, it is
possible to determine the critical grain Froude number, and hence

velocity, from Egs. 6.3 and 64.
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6.4 Dimensional Analysis

Were a dimensional analysis is presented which is analagous to the
one presented in Chapter 4. In this case, the dependent variable is
sediment concentration instead of hydraulic radius.

If Bq 4.1 is correct then a relationship for sediment

concentration should have the general form

c= £(q, S, 85 s Vs Py Doy og) (6.5)

The eight independent variables can be rearranged into five

dimensionless groups:
PP
C= f(q*, S, 0 » R, T) (6.6)

From the analysis in Chapter 4, given the independent dimensionless
groups in Eq: 6.6, multiple values of flow depth are possible. It is
logical to assume that multiple values of sediment concentration are
also possible. Prom-the method #n~Ghapter 4; q* can be used to calculate
Fg, the grain Froude number and r'/DSO, the relative roughness. It is
therefore assumed that for a given disecharge, q, either r and v are
known or can be calculated from the method in Chapter 4., Also, the
Reynolds number, R, can be combined with other dimensionless groups to

produce the grain Reynolds number, Rg. Now Eq. 6.6 can be replaced by

c r Ps® 6.7)
= f Fg, Dso, S, Og, Rg, D ) .
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where the following definitions apply:

v

Grain Froude number, F_ =
& Pxo

Jop .2
Grain Reynolds number, Ry - \/31-)‘-15-0-

In Eq. 6.7, Fg , r/Dg, and S cannot all be specified independently, but all
three have been used in the analysis to avoid the multiple value problem
discussed in Chapter 4.

During the course of the investigation, it was noticed that the
field data tended to have slightly higher sediment concentrations than
laboratory data for similar ranges of dimensionless groups. To
compensate for such a disparity, a dunmy variable was used to flag field
data and allow for a different sediment concentration for a field
observation with the same dimensionless parameters as a laboratory
observation. A possible cause for this disparity is discussed in
section 6.5. |

Multiple regression analysis was used to develop an equation with

the general form of Eq. 6.7. The resulting equation is:

_ 1.978 0.8601 (_T \-0.3301
C = 7115 F -F 8
CF( g go) (D50> -8

where ¢ pis the coefficient for field data given by

Cp= 1 wanusss for laboratory data, and

ep= 1.268 a.afor field data.

F_ is the critical grain Froude number determined from Eq. 6.3 and
0

g
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Eq. 64. For identical independent dimensionless groups, the
concentration for field data is on the average 26.8 percent higher than
for lab data. The multiple correlation coefficient, R = 0.955 (R? =
0.912).

The parameters on the right side of Eq. 6.7, and its specific
definition, Eq. 6.8, were arrived at through an iterative procedure. An
attempt was made to combine the best features of the Ackers and White
(1973), Engelund and Hansen (1967), and Yang (1973) techniques. Both
Engelund and Hansen (1967) and Yang (1973) used the product of velocity
and slope in their relationships. In each case the effect of slope
seemed too great. Both Ackers and White (1973) and Yang (1973)
effectively have critical velocity terms (the term A in the Ackers and
White relationship acts like a critical value of their mobility number).
From the present analysis, the most successful combination resulting in

‘Eq. 6.8 was a velocity minus critical velocity term (Fg - go)’ slope, and
a depth term (r/Dsg)

The data set used in the analysis is identical to the set of data
used to examine the existing relationships. The data sources are listed
in Tables 5.2a and 5.2b, and the restrictions or filters imposed on
certain parameters are given in Table 5.3.

A1l dimensionless groups in Eq. 6.7 are independently required for
the calculation of concentration, with the exception of (pg-p) /0, which
is a constant for sand-bed channels. If Fg and r/Ds, are not known

(i.e. if velocity and depth are not known independent of discharge) they

can be determined if q, is known, by the method proposed in Chapter 4.
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However, some of the dimensionless groups enter only in the definition
of the critical grain Froude number,

A simple rearrangement of Eq 6.8 allows a reasonable graphical
representation of the analysis. The approximation of Eq. 68 by:

C = 7100 S1/3 173 .2 . .r —113

= cp ( Fg -8 Fgo) (65—0.) (6.9)

allows sediment concentration to be plotted as a function of grain
Froude number times slope to the 1/3 power. The predicted concentration
cannot, however, be plotted as a line since both the critical grain
Froude number and the relative roughness will vary with each
observation. For most data sets these variations will not be too large
~and therefore plots of each data set should show little scatter. Plots
of this type are shown in Figs. 6.4%a-t for laboratory data, and in
Figs. 6.5a=k for field data.

A statistical analysis of the ratio of predicted concentration to
observed concentration is given in Tables 6.2 and 6.3, 7The {ndividual
ratios for laboratory data are plotted in Fig. 6.6a and for field data
in Fig. 6.6b., The results seem quite reasonable when one considers the

amount of scatter in the source data, as illustrated by Fig. 6.1.

6.5 Effects of a Nonrectangular Cross-Section

One principle difference between laboratory and field observations

is that the laboratory channels tend to be much more rectangular in

cross—section than river channels. For irregular channels, the
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where Fg = v/VgDsy(p-p)/p. Data set codes from Table 5.1 are given in the lower right corner
of each plot.
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Table 6.2

Ratio of Predicted to Observed Concentration for Proposed Method ~ Lab Data
Data Set  Number Geo.Mean Geo.S.D. Minimum 16 %ile Median 84 gile Maximum
BAL 26 0.667 1.718 0.293 0.388 0.542 1.145 “1.486
COS 11 10278 10715 0.499 007”‘5 10,"97 2.191 20361'
DAV 69 1.213 1.670 0.325 0.727 1.103 2.026 3.428
FOL 9 1.069 1.261 0.803 0.847 1.101 1.348 1.554
GUY1 a1 0.994 1.605 0.467 0.619 1.024 1.595 2.921
GUY2 47 1.256 1.627 0.496 0.772 1.147 2,043 6.178
NOR1 22 1.537 1.571 0.584 0.978 1.526 2.415 3477 —
NOR2 11 1.102 1.288 0.713 0.856 1.090 1.420 1.976 >
PRA 25 1.205 1.446 0.647 0.833 1.128 1.782 2.384
SIN 20 0.695 1.236 0.516 0.502 0.625 0.859 1.157
VAB 14 0.738 1.769 0.301 0.417 0.723 1.305 2.028
VAH 6 0.995 1.664 0.422 0.598 0.879 1.656 2.109
WLS 7 0.761 1.304 o.4a4 0.584 0,777 0.992 1.453
ZNA 1)4 105“2 1.925 0."’31 00801 1 0502 20969 u.902
A1l 480 1.000 1.638 0.209 0.610 0.967 1.638 6.178



Table 6.3
Ratio of Predicted to Observed Concentration for Proposed Method «~ Field Data
Data Set  Number Geo.Mean Geo.S.D. Minimum 16 %ile Median 84 %ile Maximum
ATC 63 0.812 1.792 0.131 0.453 0.821 1.455 3.336
COL 30 1,026 1.585 0.409 0.647 0.951 1.627 3.286
HIX 22 0.883 1.435 0.394 0.615 0.932 1.207 1.607
MID 38 0.908 1,453 0.504 0.625 0.854 1.319 2.721
MIst | 111 1,405 1.740 0.199 0.807 1.553 2544 3.590
MIS2 53 0.917 1.608 0.149 0.5170 0.950 1.4¢5 3427
MoU 5 1.238 1.463 0.289 0.846 1.218 1.812 4,304
NIO 40 1.230 1.295 0.706 0.950 1.210 1.592 2.518 s
RED 29 0.642 1.394 0.332 0.461 0.622 0.895 1.370 o
RGC 8 0.890 1.501 0.358 0.593 0.886 1.336 1.661
RGR 50 0.608 1.917 0.112 0.317 0.657 T.166 2,005

All 519 1.000 1.746 0.112 0.573 1,029 1.746 4.304




PROPOSED METHOD - LAB DATA

102 T T T I T T L) T l L] L T { L) T T T I - T T T ‘ T T 7T T T T | T ¥ U ¥
- : O BARTON & LIN (BAL). Ds=G.18mm ]
! x BROOKS (BRO}. Dsp=0.145.0.088mm .
= A COSTELLO (COS). Dsp=0.51-0.79mm .
- + DAVIES (DAV). Dgp=0.15mm 1
: O FOLEY (FOL). Dsp=0.29mm .
O GUY ET AL (GUY1). Dse=0.19mm
- Vv GUY ET AL (GUY2), Dg=0.27.0.28mm
< NORDIN (NORI). Dsp=0.25mm
> NORDIN (NOR2) . Dsp=1.14mm
100 - 4 ONISHI ET AL (0JK). Dsp=0.25mm -]
L v .
._v ﬂ E e
LY+ o+ 4 v * 9 < : 1.
8 v RN g B <
z Ay ¢ ¥+ O tatt v < :
e - L B E ol R E v & g 4 w . > 84 ZILE A
g —'-';-‘“"'%"K*-AJ,—*"*—zt-bi"—d—*'W'm"'—' g B GV T T T T T T T T T
< A i, ©F s " 3 %y PhasH MEDIAN
< 100 *» ¢ - ; » > & P ﬁ\_,‘_,%qq} > _
a - AN & A & : 4
I T £E PO g o T ' 16 fug] ©
f‘ R, -4 —_— O o «4—4._._‘.,4-“ é— — "‘F+.‘_"- % —-— ——— &—-O—m -----------
3 B o [N + Pho & v o
3 i & s * X <
(@) L [n] o X s
i X
¢ PRATT (PRA): Dgo=0.48mm
1074 |- " & SINGH (SIN)., Dsp=0-62mm -
- 4 STEIN (STE). Dse=0.40mm i
- Z STRAUB (STR), Ds=0.191mm 1
- X TAYLOR (TAY), Dsp=0.i38.0.228mm -
¥ X VANONI & BROOKS (VAB), Dso=0.137mm ]
L X VANONI & HWANG (VAH) . Dso=0-206. 0. 230mm,
X WILLIAMS (WLM). Dso=!.35mm
- @ WILLIS (WLS). Dsp=0.10mm 1
& ZNAMENSKAYA .(ZNA) . Ds=0.18.0.80mm
10-2 . e Ly . NP ST _— bl . NS R
10 102 103 104 108

OBSERVED CONCENTRATION (ppm) .

Figure 6.6a Ratio of concentration calculated from Eq. 6. 8 or Eg. 6.9 technique to observed
concentration as a function of observed concentration, for laboratory data.



102 PROPOSED METHOD - FIELD DATA
- . R " ] e e . ey
i : O ATCHAFALAYA RIVER (ATC) .
- x COLORADO RIVER (COUL) .
-~ A HIL RIVER (HID) .
- + MIDDLE LOUP RIVER (MID) .
L & MISSISSIPPI R. ST LOULIS (MISD .
O MISSISSIPPI R. TARBERT LANDING (MIS2)
- vV MOUNTAIN CREEK (MOU) _ N
< NIOBRARA RIVER (NIOD)
> RED RIVER (RED)
10V 4 RIO GRANDE CONV CH (RGC) =]
i + RIO GRANDE (RGR). ]
2 o 1
w
__8HAILE
[+
o
(]
< 100 MEDIAN _
e 1 ¢ F x
: 16 2uE
3 ‘ -
2I .
(6]
<O .
107! E
10-2 ) ey | e oo | [ | ] R
10! 102 104 10°

103
OBSERVED CONCENTRATION (ppm)
Ratio of concentration calculated frem Eq. 6.8 or Eq. 6.9 technique to observed
concentration as a function of observed concentration, for field data.

Figure 6,6b



182

concentration computed from cross—sectional averaged hydraulic variables
will be different from concentration calculated from local hydraulic
properties and integrated over the cross—section. The analysis that
follows was undertaken to explore the possible connection between the
observed difference in laboratory and field observations of sediment
concentration and the existence of irreglular river cross-sections,

The problem is illustrated schematically in Fig. 6.7. In the

derivation that follows, the subscript *i" is used to indicate values of

velocity, depth, and concentration for the itP element in the cross-section.

A1l non-subscripted representations of these variables refer to
cross—sectionally averaged values. The derivation that follows assumes
that for a given channel the slope and bed-material properties are
constant.

For a river with dunes, a depth-velocity relationship at any point
in the cross—section should behave like Eq, 4.10a with r replaced by the
local depth, d;. Rearranging and incorporating slope, gravity and
bed-material properties in the constant yields an expression for the

local velocity:

- by
vy =ay di (6.10)
where b; = 0.53, approximately.

If the flow velocity is considerably larger than the critical

velocity, then a similar treatment of the concentration Eq. 6.8 yields:

2 473 (6.11)




€8T

Figure 6.7 Idealized nonrectangular channel.
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where b, = 2.0 and by = -0.33, approximately, Here the critical
velocity term has been neglected. Omission of the critical velocity
term from Eq 6.1 1 will cause an wer-estimation of the local
concentration, particularly near the sides of the cross-section. For
rivers where a significant transport rate exists, such as many shown in
Figs. 6.5a-j, this error will be small.

In order to explore the effect of an irregular cross—section, a
certain cross-sectional shape is required. Leopold and Maddock {1953)

have shown that relationships of the following form exist for most

rivers:
b
w = aQ (6.12)
f
and d = cQ (6.13)
For observations at a station, they found the average values to be b =

0.26 and f = 0.40.
Elimination of Q from Egs. 6.12 and 6.13 yields

d = AP | (6.14)

where A is a general coefficient and B = £/b, and has the average value

B = 1.54.

One cross-sectional depth distribution which satisfies Eq. 6.14 is

d, = (—‘%})A [wB - (ZY)B] for y > 0 (6.15)

If B=2, then Eq 6.15 provides for a parabolic cross—section. However,

the actual shape of the cross—section is less important than the
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integral properties of the depth distribution. Therefore, Eq. 6.15
should be satisfactory, since when integrated wer the cross—sectionit
satisfies Eq. 6.14.

The mean sediment concentration in the section can be calculated

from
n

2 {51 Cvids &Yy (6.16)

2 b vydy My
i=l
Substituting Eqs. 6.10 and 6.11, and dividing by the concentration

calculated from the mean depth gives

n
Y., b bbb
1771°27%3 A
c 4= Y4 - 73 (6.17)
€(d)  .bjby+b o H
(d)  4bibatbs T 4y 1 Ay
=1
Substituting Eq. 6.15 gives
w/2 :
B B}1+b,+b b, ¥b,
c . [(B'i'l\ _A]blbz'l'bg ,’; [W 2y) ] dy (6.18)
e .
c(d) B/ d fw/z [wn _ (Zy)B]l D1 ay
[
The use of the transformation u = 2y/w gives
: B 14b 1¥by b,+b :
. 2°"3
=& = |3 AP [P1P2*s !; @ - du (6.19)
c(d) B/ d f _ BT 4
(J
Finally, recalling Eq. 6.14, Eq. 6.19 can be reduced to
1
B, 1+b,+b,b,+b
- 17P1927P3 4
¢ (Pil)blbz-t-ba _f; Q-u) u (6.20)
@) B fl a- nls)1+b1 du

o]
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Simpson's Rule was used to calculate the integrals in Eq. 6.20 for
a range of B values. From these values, C/C(d) has been calculated and
is plotted in Fig. 6.8, The average value of B = 1.53 from Leopold and
Maddock (1953) yields €/€(d) = 143, which should be compared with the
observed correction for field data, cp o 1,268. These values are
reasonably close, especially when one recalls that the omission of the
critical velocity term from Eq. 6.11 will tend to cause an
over-estimation of C/C(d).

The analysis presented here suggests that the irregularity of river
cross—sections could indeed be responsible for the observed higher
values of Meld measurements of sediment concentration over laboratory
measurements. Figure 6.8 shows that the amount of this factor will
change from river to river based on the specific channel shapes. From
the available data, the value cp 2 1.268 seems to be a reasonable

average value of this multiplicative factor.

6.6 Comparison with Existing Methods

A statistical comparison of available methods for calculating
sediment concentration is given in Table 6.4. The table gives the
geometric mean and geometric standard deviation of the ratio of computed
to observed sediment concentration for both laboratory and field
observations. A graphical display of the statistics is presented in
Fig, 6.9. The comparison is somewhat unfair in that the proposed method

was fitted to the same data used to make the comparison. Of course,
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Figure 6.8 Ratio of cross—sectionally integrated concentration to concentration calculated from
mean depth,as a function of the value of exponent B im Egqi 6.14.
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Table 6.4

Geometric Mean and Geometric Standard Deviation of the Ratio

of Predicted to Observed Concentration for All Methods, for

Laboratory and Field Conditions

Laboratory Field
Investigator Number Mean S.D. Mean s,.D.
Ackers and White (1973) 998 1,150 1.758 0.694 2.027
Bagnold (1966) 999 2.155 2.718 1.173 2.537
Bishop et al. (1965) 973 0.695 2.300 0.443 2,488
Einstein (1950) 950 0,628 4,059 0.420 3.719
Engelund and Fredsoe (1976) 825 1.274 2,972 3.179 14.026
Engelund and Hansen (1967) 999 1.236 2,064 0.916  1.997
Graf (1971) 999 1,360 3.696 1.005 3.124
Laursen (1958) 972 1.296 2.532 0.420 3.098
Ranga Raju et al. (1981) 833 1.160 1.882 0,333 2.813
Rottner (1959) 999 0.920 2.101 0.603 1.904
Shen and Hung (1971) 940 0.866 1.656 0.432 2.973
Toffaleti (1968) 995 1,166 2.T49 0.854 2,572
Yang (1973) 993 1.215 1,710 0.%71  3.077
Brownlie (1981) 999 1.000 1.638 1,000 1.T46
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some of these data were also used in the derivation of many of the
existing methods,

The geometric mean and geometric standard deviation were calculated
by taking the antilogs of the mean and standard deviation, respectively,
of the logarithms of ratios of computed to observed concentration. As
shown in Chapter 5, the errors tend to belog-normally distributed, and
therefore these two parameters prwide a good description of the
distribution. Approximately 68 percent of the data can be found to lie
in a range from the geometric mean divided by the geometric standard

deviation to the geometric mean times the geometric standard deviation.

6.7  Summary

A method has been propbsed for the calculation of the mean’
bed-material concentration in a channel. For the convenience of the
reader, the necessary equations are repecated here. The method assumes
that the bed-material properties, slope, and water temperature are
known. The method also requires hydraulic radius and mean velocity,
which if not known, can be calculated if the unit dischafge is known,
from the procedure described in Chapter 4.

First, critical shear stress is determined either from Fig, 6.3 or

from Eq 6.3:

Ty = 0.22Y +0.06(10) 7Y (6.3)

<] fogP )—o .6
Y = R
where 5 g
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Next, the critical grain Froude number is determined from Eq, 6.4 :

F = 4.596 T, 0.5293 S"'O-l'+05 o -0-1606 (6.4)
gy 0 ) g

Finally, the bed-material concentration, in parts per million by

weight, is determined from Eq. 6.8:

C = 7115¢ (F _p )1.973 g0-6601 ( r >-o.3301 (6.8)
F\ 8 go

D50

where ¢ = 1 for laboratory conditions and ¢ = 1,268 for field

F
conditions,

In the derivation of Eq. 6.8 concentration in parts per million by
mass has been taken to be equivalent to concentration measured as
milligrams per liter. For concentrations less than 16,000 ppm, this
approximation will result in an error of less than 1 percent. The range
of concentration for the input data used to develop Eq, 6.8 was from 10
pom to 40,000 ppm. The ranges of the values of other parameters are

given in Table 5.2a and 5.2b, and restrictions on the input data are

summarized in Table 5.3.
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CHAPTER 7
RECOMMENDATIONS FKOR NUMERICAL. MODEL DEVELOPMENT

A numerical solution to the set of Egs. 1.1 through 1.5 is
presented in this chapter, The proposed solution is not yet a working
model, but rather a test of the possibility of using the new relations
for flow depth and sediment concentration to define Egs. 14 and 1.5,
respectively. Later in the chapter recommendations are given for

further development of the solution techniques.

7.1 Solutions to the Differential Equations

Implicit finite difference solutions to the set of Egs. 1.1 through
1.5 have been given by Cunge and Perdreau (1973), Liggett and Cunge
(1975), and Ponce et al. (1979). These solutions have been primarily
concerned with the simplified case where time derivatives in the
momentum and continuity equations, Egs. 1.1 and 1.2, respectively, are
neglected. The problem being attacked here is different in that the

full equations are to be solved.

Equations 1.1 through 1.3 can be rearranged in the form
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where

z+h+>
g

i
1

fu?

-

8gh

wn
|

q = ub

9y = Cuh
p
= (1 —)\)Tsz +

=
|

Equations 7.1, 7.2, and 7.3 each have the general form

~Li—245 =0 (7.4)

where £15 £y and £, are functions of h, z, and u
Using the standard finite difference representation, sometimes

attributed to Preissmann (1965), the terms in Eq 74 can be

approximated by

1 8 £ (7.5)
e R Ny - Y+ 2 [ar - Af, .
= 1, 1.
ox Ax lj+1 lJ AX 41 Ly
of |
2 1
—£ ~ — | Af + Af ) (7.6)
= 2 2
5t = ZAL ( 541 3
£, ;%(f:, + f3)+%(Afs +Af3) (7.7)
j+1 k| j+1 k|

where 0 < 8 = 1 is a weighting coefficient, and the delta (A) in front

of functions fl ’ 3

function over a time step, as illustrated in Fig. 7.1. The incremental

fz, and f, refers to the change in the value of the
value of any function at any point can be represented as shown here for
the function f

of of of

-1 1 1 (7.8)

Afl. = <3h).Ah + (az >'Az + ( o, )lAu
J J J J
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Figure 7.1 Definition sketch for four-point
implicit finite difference scheme.
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Given expressions ifor tbhe friction factor, f, and the concen-
tration, C, a set of linear finite differenceequations can be
established and solved for the incremental values Ah, Az, and Au at all
points along the channel. Here the solution of the finite difference
equations was accomplished through the use of Gauss elimination with
pivitol condensation and back substitution (MeCracken and Dorn, 1968).

A definition of f for the lower flow regime can be obtained by a
rearrangement of Eq. 4.10a, and for the upper flow regime by a
rearrangement of Eq. 4,10b. Rearrangements of Egs. 4,102 and 4,10b
solving for several dimensionless quantities are given in Table 7.1.

When flows are entirely in one flow regime or the other, the definition
of f is therefore easily accomplished. However, for situavtions
involving both flow regimes, a transition mechanism will be required.
Such a mechanism has not yet been developed.

The concentration can.be determined from Eq, 6.8 after first
determining the critical grain Froude number from Eqs. 6.3 and 6.4.
Equation 6.8 gives an equilibrium solution for steady flow oonditions.
If a sudden change in flow conditions occurs, a non-equilibrium value of
concentration may exist. Dobbins (1944) has developed a transient
solution for the sediment concentration profile after a change in
turbulence intensity, The first eigenvalue of the transient solution
given by Dobbins (1944) has been used to adjust the equilibrium value of
concentration. The resulting equation provides for an exponential decay
or growth from one equilibrium condition to another,

Using this approximation, the concentration at point j, Cj’ can be
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Table 7.1

Rearrangement of Flow Depth Predictors
Equation 4.10a and Equation 4.10b

Relative Roughness

T 0.05761 (s - 1)0-9%471-889-0.7345 0.3034
g 8
50 : .
I 0.03478(5__1)0-8325Flr6655-0f766800.2136
50 B g
Slope
. s~1.361
S = 0.02054(s - 1)1 +286p2-572( L 50-4130
g Denf g
' 50
o -1.304 .
g = 0-01252(5-1)1'086F2'172 T _ o0.27-85
| & \Pso 8
Grain Froude
o 0.5293
Fg = —-—-—-——-—Y—-————- = 4.530(s ~ 1)‘0o530.3888<51:_'_)‘ 0;0.1606
‘(S"l)gnso . 50
| : | 0.6001
F = ,.W.Y.., = 7.515(s-—1)_0'580'4605(52—) ¢—0.1283
g ’(S—l)gDso : 50 g

(7.9a)

(7.9b)

(7.10a)

(7.10b)

(7.11a)

(7.11b)
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Table 7.1
~-Continued-~
Regime
Friction Factor
-0.361
Lower f= 45 = 0.164(3":L)O'286F0'572 =L 00’413 (7.12a)
g D.q ) g
v <504
-0.304
Upper £ = §5§§ - O.lOO(s-—1)0'086F0'172 _r ) 00.279 (7.12b)
. v : g D50 ‘ g
Froude Number
) st
F=—v =4.53 SO.389( r ")0'0293 -0.161 (7.13a) 9
Lower . D o1
gr 50 / g
\0.100 (7.13b
Upper F = fX_ =7.52 80'461(52—) o 0.128 )
Vgr 50 / g

Notes: 1. For use with the differential equations velocity "v" should be replaced by
the x component of velocity "ul) and "r" should be replaced by "d".

2. 8 = ps/p = gpecific gravity.

3. For statistical reasons three ar four significant figures are retained in
the coefficients and exponents, although the accuracy of the computed results
cannot be considered to be more than about two significant figures.
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determined from the equilibrium concentration at j, ‘Cej, (from Eq. 6.8)

and the concentration at upstream point j + 1, Cj+1’ from

-€ (G2+82)t<
e

C.=0C .+ -
Cj+1 Cej) (7.14)

3 ej
where B = -ng
and 2 cot(ha) = % - 'S
and w is the fall velocity of the particles and ¢ is the turbulent
diffusion coefficient. The concentration at the top of the reach is
neccesarily assumed to be at equilibrium. In test runs the adjustment of
the equilibrium concentratign in this manner had only a small (on the
order of 10 percent) influence on the concentration. When the
equilibrium value of concentration changes abruptly from one location to .
another, the effect may be much greater,

In developing Eg, 7.14, only the first eigenvalue of the Dobbins
(1944) solution was used. This simplification will be valid for large
enough time steps. However, more research is needed both experimentally
and analytically to verify the use of Eq, 7.14,

For the test runs, the boundary conditions consisted of one
downstream condition and two upstream conditions, The downstream
condition is a constant water surface elevation, expressed in finite

difference form as

Ah, + Az, =0 (7.15)

The upstream conditions are
+ = - .1
u Ah + h Aun = A Ah_ Au (7.16)

bz =0 (7.17)
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The term Aq in Eq. 7.16 is the change in the inflow over a time step for
some given inflow hydrograph. Since the quantities Ah, and Au, appear
as a product on the right side of Eq. 7.16, an iterative procedure is
required to solve for the upstream depth and velocity, This second
order correction, applied only at the upstream boundary, allows for an
exact representation of the inflow hydrograph. Equation 7.17 implies
that the bed at the upstream end of the reach is fixed, which agrees
with the assumption that the inflow concentration is at equilibrium,

Some test results are shown in Figs. 7.2 through 7.5." Water
surface elevations at 15 minute intervals along a 6 kilometer test reach
are shown in Fig. 7.2. The inflowing.flood wave has a duration of 1
hour. The channel has a bed slope of 0.001 and a uniform sand bed with
a particle size of D.y =0.% mm, The model parameters are as follows: ax
= 100 meters, At = 9 seconds and the weighting factor for the implicit
scheme, 6 = 0.5. The initial condition is derived from a steady-state
backwater calculation.

The passage of the flood wave through the reach is illustrated in
Fig. 7.3. The figure illustrates bow the wave is attenuated by friction
losses as it passes through the reach. Although the bed elevation is
not fixed, its changes are imperceptible on this time scale.

An unusual aspect of‘this type of numerical simulation is the
ability to examine hysteresis effects. The term "hysteresis® in
hydraulic applications refers to situations where properties such as
flow depth or sediment concentration have different values for a given
discharge during rising and falling stages. Figure 7.5 shows how the

*The lower regime Eq. 7.16a has been used in this example; transition
between regimes has not been included (see p. 204 for further discussion).




200
0 WATER SURFACE PROFILES - FIRST HOUR
1 1 T
E
=z
[am]
-
<
-
(W]
i
[e]
e L
0 2 4 B8
DISTANCE (km)
. WATER SURFACE PROFILES - SECOND HOUR
I T
E
=
(e}
'._
<
=
[NE]
1
Li

DISTANCE (km)

Figure 7.2 Water surface profiles for model test reach for: (a) t =0 to
60 minutes, and (b) t = 60 to 120 minutes.




DISCHARGE

201

e AT ONE KILOMETER INTERVALS

(m3/s/m)

Qutflow

1 I 1

0.5 1
TIME (HOURS)

Figure 7.3 Attenuation of inflow hydrograph; hydrographs shown

at a one kilometer interval.



o
o
o
®
®
202 .
SEDIMENT CONCENTRATION - FIRST HOUR ®
) T
! /-1--30 min '
. +:=45 min.\‘ T T T -~ o
N T y: += 15 min, .~ ®
~ - . e T, >
> +:=60 min. ~ -
~— A" - — L~ ~\// .
<. // ~
=z — - — ~.. T .
o - e S~
fa— = S~ R \1'30 ‘
— -
< ~l °
m —
= ®
=
& | ®
5 ®
< ®
I [ a.
OO 2 4 6 :
DISTANCE @GN
®
o
o
SEDIMENT CONCENTRATION - SECOND HOUR o
S T 1 ®
~ o
Z @
2 o
= ®
3 °
< o
- ®
oo/ o
Q |/ t
5 1”,;/7&+=105mm h ®
') - ®
0 b ®
0 2 | 4 6 ®
DISTANCE (km) ®
Figure 7.4 Sediment concentrations along test reach for: ‘
(a) t =0 to 60 minutes, and (b) t = 60 to 120 .
minutes. .
®
®
o




203

SEDIMENT RATING CURVES

101 i T T T T 1;
- DOWNSTREAM .
- UPSTREAM .
t—‘ -l
Z ! ]
o
=z
(on)
— 100 .
< i -
o R
- » .
Z -
I 5
' | _
=
O =
b B
lo—] 1 1 1 1 1 ] K |
100 107
UNIT DISCHARGE (m*/s/m)
Figure 7.5 Sediment concentration rating curves.




204

sediment concentration may be higher during the rising limb of a flood
wave than during the falling limb, for a given discharge. The effect is
very noticeable at the top of the channel reach, and negligible at the

downstream end where flow depth is controlled by the boundary condition.

7.2 Recommendations for Future Work

In Chapter 1 five problems that one might encounter when applying
the HEC6 model to situations involving rapidly changing flows were
discussed. All five of these problems have been addressed to some
extent in this report, The first two points involved simplifications to
the basic differential equations which have been avoided in the implicit
solution, The third point dealt with the definition of slope or
friction factor, and was considered in Chapters 3 and 4. The fourth
point concerned the selection of a concentration relationship and was
addressed in Chapters 5 and 6. The final point dealt with the fact that
sediment concentration would not always be at an equilibrium value.
While this point has been addressed to some extent, clearly more work is
needed, as mentioned previously, Additional improvements are discussed
here,

Probably the most important next step in the development of the
model would be the implementation of a function describing the
transition between the upper and lower flow regimes, Static or slowly

changing transition was discussed in Section 4.3, "Statie" transition

refers to a steady flow in the transition regime. During an actual
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transition, the time scale of bed form changes may be significantly
longer than the time scale of the changes in the hydraulic variables.

One approach to the development of a function which describes the
transition from one flow regime to the other would be to describe the
behavior of the effective bed roughness, k4 in Eq. 44. Gee (1973) and
Wijbenga and Klaassen (1981) have performed experiments on the transient
behavior of dunes. Allen (1978) and Fredsove (1979) have presented
analytical expressions for the transition from one dune height to
another, Wijbenga and Klaassen (1981) have suggested that the present
theoretical expressions are not totally satisfactory.

More work is needed both analytically and experimentally on the
behavior of dunes during transition. If an analytical expression were
developed, there would still be the problem of adapting it to numerical
modeling applications, |

Another aspect of the problem which requires more research is the
phenomenon of armoring or grain sorting, Gessler (1971) proposed a
probabilistic approach to the bed armoring process which may provide a
satisfactory mechanism in a numerical model. This method allows for an
increase in the median particle size of the bed material as the bed
undergoes degradation. This method has been adapted for use in the
HEC-6 model, but little work has been done which would verify its

accuracy.
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7.3 Discussion

The regression procedure used to develop the flow depth equation
was based on the assumption that errors occur in the depth measurements,
and that discharge and slope are known accurately. The resulting errors
are on the order of 10 percent in the prediction of depth, The values
of the exponents of Eqs. 4.10a and 4.10b are such that when they are
rearranged to solve for other variables, as done in Table 7.1, different
values of error can be expected, If one considers that velocity and
depth are known accurately, then errors in predicting observed slope may
be on the order of 33 percent.

The depth predictor and concentration predictor were developed with
the notion of solving the equations using the set of initial conditions
and boundary conditions as prescribed in the example given here. The
initial conditions are based on a backwater calculation which utilized
the flow depth predictor to obtain the normal depth (asymptotic upstream
condition). Accuracy problems associated with the predictor of flow
depth, as discussed above, may cause an ill-conditioned system with
other sets of boundary conditions and initial conditions.

If the relationship between depth, slope, and velocity is known for
a particular river station, then the coefficients and exponents given in
Table 7.1 can and should be adjusted to satisfy that relationship. As
is, the coefficients represent values fitted to a large body of data,
which can be adjusted for any particular river as suggested by the

errors given in Table 4.1.
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For the lower regime, f can be expressed as:

-0.0586

£ = 0.390 30'222(]—)5—) 02'322 (7.17)

50
indicating that f is nearly constant for a given slope and bed material.

(A value of x = 0.667 in Fig. 41 would have produced a constant f.) For

the upper regime, Manning n (metric units) can be expressed as:

-DO.IOO
50 r0'066750'0390 00.128 (7.18)

Nre | i

indicating that n is nearly constant for a given slope and bed material.

n=0.133

(A value of x = 0.6 in Fig. 4.2 would have produced a constant n.)*

So far the discussion has been confined to the one-dimensional
problem. To model real river systems lateral and perhaps even vertical,
dimensions will need to be considered as well as the longitudinal
dimension. The additional complications will include meandering and
changes in channel width. In future pursuits, the writer's approach
would be first to develop a satisfactory one—dimensional model and then
increase its sophistication to include the second and third dimensions.

For applications involving rapidly varying flow conditions, it may
be necessary to abandon the computational simplifications inherent in
many engineering river models such as the HEC-6 model. The techniques
presented in this chapter appear to have promise for the future
development of a numerical model for unsteady flow conditions. However,
a river is in fact a complex system, and it is the writer's belief that
thé development of a reliable, widely applicable river model is still

somewhat in the future. 0.200
0.088, r ', "V

*Note: for upper regime £ = 0.1415 Qflﬂ

o 0.256

P50 &
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(HAPIRR 8
SIMVARY AND  CONCLUSIONS

8.1 Summary

In recent years attempts have been made to numerically model
unsteady flows in channels with sediment transport. The HEC6 program

is the most widely used engineering model. The HEC6 program is useful

in the analysis of slowly varying processes, such as long—term reservoir

sedimentation, but less useful when rapidly varying processes are

important.

The present research has been undertaken to study two elements
which are fundamental to the development of an accurate model for
unsteady flows in sand-bed channels. These elements are the relation
between the hydraulic variables (energy slope, depth, and velocity) and
the predictor of sediment concentration. The following approach has
been used to study these relationships:

1. The large data base given in Appendix B has been created to analyze
both the hydraulic relationship and the sediment relationship. The
data base contains 7027 records (5263 laboratory records and 1764
field records) in 79 data files.

2. M examination of existing techniques for prediction of flow depth
has suggested that a wide ranging solution which can easily be

adapted to numerical modeling applications does not exist.




.

209

Relying heavily on dimensional analysis, a npew relationship (Chapter 3) has

been developed. The proposed new method solves for flow depth for
upper regime flow and lower regime flow and provides a method for
determining which flow regime one might expect, A statistical
analysis indicates that the one standard deviation errors in
predicting flow depth are 9.5 percent for upper regime and 12.1
percent for lower regime, as shown in Table 4.1. More work is
needed to define a function describing the transition between lower
and upper regime. Table 7.1 contains rearrangements of the equations.
A graphical and statistical analysis has been presented for 13
existing methods for predicting sediment concentration. Several
methods performed reasonably well in the prediction of laboratory
concentrations, but most drastically underestimated the
concentration for field conditions. The Ackers and White (1973)
and the Engelund and Hansen (1967) methods provided the best
results when analyzed with a carefully screened data set containing
about 1000 records.

A new method for predicting concentration has been developed, which
is easy to use and more accurate. The new method, based on
dimensional analysis, suggests that complicated procedures, such as
those required for the Einstein (1950) procedure, are not
warranted. The geometric standard deviation of the ratio of
predicted to observed concentration is 1.64 for laboratory data and
1.75 for field data. No other method had both of these indicators

under two. The method is summarized in Section 6.7.
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6. A four-point implicit finite difference scheme has been presented
to demonstrate the feasibility of applying the new hydraulic and
sediment relationships to a numerical solution of the differential
equations. A proposed time lag has been included to provide for

non-equilibrium values of sediment concentration.

A discussion of the general purpose HEC6 model was presented
in Chapter 1. Five possible problems associated with the model were
discussed, each of which can be related to a simplification or an
approximation involved in solving the basic set of one—dimensional
equations (Egs. 1.1 to 1.5). A new model has not been presented
which would replace the HEC-6. Instead, the intention of this work
was to pursue a course of research which would ultimately lead to an
improved solution of the one-dimensional equations. Problems such
as bank erosion and meandering, which are not treated by the HEC-6

program, have not been considered here.

It is hoped that the present work will lay the foundation for the
future development of an accurate model for engineering applications.
As discussed in Section 7.3, there are still several problems to be

resolved before a satisfactory general purpose model can be developed.

8.2 Conclusions

1. None of the existing methods for prediction of friction factor

adequately predict uniform flow depth from given unit discharge,

bed slope, and bed-material properties, for a wide range of data.
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2. For depth calculations of engineering design accuracy, it is
satisfactory to classify bed-form regimes simply as either lower
regime (dunes and ripples) or upper regime (flat bed and
antidunes),

3. Flow depth can be predicted to an accuracy on the order of 10
percent for either regime by the method proposed here.

4. Given slope and bed-material properties, friction factor, f, varies
only slightly for the lower regime, while Manning n varies slightly
for the upper regime. This implies that the measure of bed-form
roughness is nearly proportional to the depth for the lower regime,

5. Transition between flow regimes, for a constant slope, appears to
take place over a narrow fange of depth.

6. Neglecting viscous effects, transition values of velocity can be
determined from slope and median bed-particle size.

7. Of the 13 existing techniques for predicting sediment
concentration, the Ackers and White (1973) and the Engelund and
Hansen (1967) methods give the most satisfactory results for a wide
range of lab and field data (see Fig. 6.9). This conclusion is in
agreement with the results of the White, Milli, and Crabbe (1973)
comparison.

8. Large scatter in the data causes an inevitable accuracy problem in
the prediction of sediment concentration, In the laboratory data,
the scatter may be partly the result of differences between
experimental techniques. In the field data, the scatter is

probably a result of short sampling times compared to the time

0000000000000000000000000000000000000000000°
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scales of the large scale turbulent and sediment concentration
fluctuations.

The proposed new technique for predicting sediment concentration is
easy to use and at least as good or better than any of the other
techniques tested. The geometric standard deviation of the ratio
of predicted to observed concentration is 1.64 for the available
lab data and 1.75 for the available field data.

The methods for predicting sediment concentration that give the
best results, including the new method, are fairly simple
regression equations, while in general the more complex procedures
give poorer results, within the range of data tested.

The HEC-6 program has the capability of using either the Laursen or
Toffaleti technique for predicting sediment transport, or a user
defined rating curve. Figure 6.9 suggests that the performance of

the model could be improved by simply using the proposed new

method.

0000000000000 000000000000000OCGOCRONOOIOGIQGOIOOOOOOOYS




213

REFERENCES

ASCE Task Force, "Friction Factors in Open Channels,” Journal of the
Hydraulics Division, ASCE, Vol 89, No. HY2, March 1963,
pp. 97-143.

Ackers, P. and White, W. R., "Sediment Transport: New Approach and
Analysis,” Journal of the Hydraulics Division, ASCE, Vol. 99, No.
HY 11, November 1973, pp. 2041-2060.

Alam, A M. Z:, Cheyer, T. F. and Kennedy J. F., "Friction Factors for
Flow in Sand Bed Channels,” Hydrodynamics Laboratory Report
No. 78, Massachusetts Institute of Technology, Cambridge,
Massachusetts June 1966.

Alam, A M. 2. and Kennedy, J. F., "Friction Factors for Flow in Sand
Bed Channels," Journal of the Hydraulics Division, ASCE, Vol. 95,
No. HY6, November 1969, pp. 1973-1992.

Allen, J. R. L., "Computational Models for Dune Time-lag: An
Alternative Boundary Condition," Sedimentary Geology, Vol. 16,
1978, pp. 255-279.

Bagnold, R. A, "An Approach to the Sediment Transport Problem from
General Physics," U.S. Geological Survey, Professional Paper
422-1, US. Government Printing Office, Washington, D.C., 1966.

Bayazit, M., "Free Surface Flow in a Channel of Large Relative
Roughness,” Journal of Hydraulic Research, Vol. 14, No. 1, 1976,
pp. 115-126.

Bishop, A A , Simons, D. B. and Richardson, E. V., "Total Bed
Material Transport, Proc. ASCE, Vol. 91, HY2, February 1965.

Brownlie, W. R, "Re-examination of Nikuradse Roughness Data,"
Journal of the Hydraulics Division, ASCE, Vol. 107, No. HYl,
January 1981, pp. 115-119.

Chang, H. H.,, "Flood Plain Sedimentation and Erosion,"” San Diego
County Department of Sanitation and Flood Control, 1976.

Chang, N. H and Hill, J. C., "A Case Study for Erodible Channel
Using 'a Mathematical Model," March 1981.

Chu, H and Mostafa, M. G., "A Mathematical Model for Alluvial Channel
Stability," Proceedings of Engineering Workshop on Sediment

Hydraulics, California State University, Long Beach, February 3,
1979, pp. 130-150.




214

Colby, B. R, "Discontinuous Rating Curves for Pigeon Roost Creek and
Cuffawa Creeks in Northern Mississippi,"” Report ARS41-36,
Agricultural Research Service, April 1960.

Cunge, J. A and Perdreau, N , "Mobile Bed Fluvial Mathematical
Models," La Houille Blanche, No. 7-1973, pp. 561-580.

Dawdy, D. R., "Depth-Discharge Relations of Alluvial Streams --=
Discontinuous Rating Curves," Water—Supply Paper 1948-C, US.
Geological Survey, Washington, D.Cs 1961.

Dobbins, W. E., "Effect of Turbulence on Sedimentation,” Transactions,
ASCE, Vol. 109, Paper No. 2218, 1944, pp. 629-678.

Einstein, HA. , "Estimating Quantities of Sediment Supplied to Streams
to a Coast,"” Coastal Engineering Conference Proceedings, 1950,
pp. 137-139.

Einstein, H A and Barbarossa, N., "River Channel Roughness,"
Transactions, ASCE, Vol 117, 1952, pp. 1121-1146.

Engelund, F., Closure to "Hydraulic Resistance of Alluvial Streams,"
Journal of the Hydraulic Division, ASCE, Vol. 93, No. HY4, July
1967, pp. 287-296.

Engelund, ¥. and Fredsoe, J., "A Sediment Transport Model for Straight
Alluvial Channels,"” Nordic Hydrology, Vol. 7, 1976, pp. 293-306.

Engelund, F., and Hansen, E., "A Monograph on Sediment Transport in
Alluvial Streams, Teknisk Vorlag, Copenhagen, Demmark, 1967.

Fredsoe, J., "Unsteady Flow in Straight Alluvial Streams:
Modification of Individual Dunes," Journal of Fluid Mechanics,
Vol. 91, Part 3, 1979, pp. 497-512.

Garde, R J. and Ranga Raju, K. G.,, "Resistance Relationships for
Alluvial Channel Flow," Journal of the Hydraulics Division,
ASCE, Vol. 92, HY4, July 1966, pp. 77-100.

Garde, R J. and Ranga Raju, K.G., Mechanics of Sediment and Alluvial
Stream Problems, Wiley Eastern Limited, New Delhi, 1977, 483 pp.

Gee, D. M., "Sediment Transport in Non-steady Flow," University
of California, Berkeley, California, Report 4EC 22-3, 1973.

Gessler, J., "Critical Shear Stress for Sediment Mixtures," Proc. of
Fourteenth Congress of International Association for Hydraulic
Research, Vel. 3, 1971, Cl-1 = C1-8.

Graf, W. H, Hydraulics of Sediment Transport, MeGraw-~Hill Book

Company, 1971.




215

Henderson, F. M., Open Channel Flow, Macmillan Publishing Company,
Inc., New York, 1966, 522 pp.

Hydrologic Engineering Center, "HEC—6 Scour and Deposition in Rivers
and Reservoirs,” U.8. Amy Corps of Engineers, Computer Program
723-G2-L2470, 1976.

Jansen, P. P., et al., Principles of River Engineering: The Non-Tidal
River, Fearon Pitman Publishers, Inc., Belmont, California,
1979, 509 pp.

Jordan, P. R., "Fluvial Sediment of the Mississippi at St. Louis, .
Missouri," US. Geological Survey, Water—Supply Paper 1802,
Washington, D.C, 1965.

Lane, E. W. and Carlson, E. J., "Some Factors Affecting the Stability
of Canals Constructed in Coarse Granular Materials, " Proceedings,
Minnesota International Hydraulics Convention, September 1953,
pp- 37-48.

Leopold, L B. and Maddock, T., Jr., "The Hydraulic Geometry of Stream
Channels and Some Physiographic Implications,” Geological Survey
Professional Paper 252, U.S. Department of the Interior, US.
Government Printing Office, Washington, 1953, 57 pp.

Liggett, J« A and Cunge, J. A., "Numerical Methods of Solutionof the
Unsteady Flow Equations,” Unsteady Flow in Open Channels,
K. Mahmood and V. Yevjevich, eds. , Water Resources Publications,
Fort Collins, Colorado, 1975, pp. 89-182.

Limerinos, J. T., "Determination of the Manning Coefficient from
Measured Bed Roughness in Natural Channels," Studies of Flow in
Alluvial Channels, U S. Geological Survey, Water—Supply Paper
1898-B, 1970, 47 pp.

McCracken, D. D. and Dorn, W. S., Numerical Methods and Fortran
Programming With Applications in Engineering and Science, John
Wiley and Sons, Inc.,; New York, 1968, 457 pp.

Mostafa, M. G. and McDermid, R. M, Discussion of "Sediment Transport
Mechanics: Hydraulic Relations for Alluvial Streams,” ASCE Task
Commiittee, Journal of the Hydraulics Division, ASCE, Vol. 97,
No. HY10, October 1971, pp. 1777-1780.

Nakato, T., "Evaluation of Several Existing Sediment-Transport
Formulas for the Sacramento River,"” Final Report, unpublished,
March 1981, 21 pp.




216

Nikuradse, J., "Laws of Flow in Rough Pipes," (translation of
"Stromungsgesetze in rauhen Rohren," 1933), National Advisory
Committee for Aeronautics Tech Memo 1292, Washington, D.C., 1950,

62 pp.

Ponce, V. M., Indlekofer, H. and Simmons, D. B., "The Convergence of
Implicit Bed Transient Models," Journal of the Hydraulics
Division, Vol. 105, HY4, April 1979, pp. 351-363.

Preissmann, A, ':Difficulte’s Recontrees dans la Calcul des Ondes de
Transition a Front Raide,"” Congress of the International
Association for Hydraulic Research, Seminar, Leningrad, U S.SR. ,
1965. '

Ranga Raju, K. G., "Resistance Relation for Alluvial Streams,"
La Houille Blanche, No. 1, 1970, pp. 51-54.

Ranga Raju, K. G, Garde, R. J. and Bhardwaj, R., "Total Load
Transport in Alluvial Channels," Journal of the Hydraulics
Division, ASCE, Vol. 107, No. HY2, February 1981, pp. 179-191;

Rottner, J., "A Formula for Bed-Load Transport, La Houille Blanche
No. 3, May 1959, pp. 301-307.

Shen, H W. and Hung, C. S., "An Engineering Approach to Total Bed-
Material Load by Regression Analysis,” Symposium to Honor
H A. Einstein, 1971. .

Streeter, V. L., Fluid Mechanics, Fifth Edition, McGraw-Hill Book
Company, Inc., New York, New York, 1971, 755 pp.

Strickler, A , "Contributions to the Question of Velocity Formula and
Roughness Data for Streams, Channels and Closed Pipelines,"” 1923,
translation by T. Roesgen and W. R Brownlie, W. M Keck
Laboratory Translation T-10, California Institute of Technology,
Pasadena, California, January 1981, 104 pp.

Vanoni, V. A , "Data Used to Develop Shields Diagram,” W. M. Keck
Laboratory of Hydraulics and Water Resources, Technical
Memorandum 65-2, Division of Engineering and Applied Science,
California Institute of Technology, Pasadena, California, April
1965, 8 pp.

Vanoni, V. A., "Factors Determining Bed Forms of Alluvial Streams,"
Journal of the Hydraulics Division, ASCE, Vol. 100, HY3, March
1974, pp. 363-377.

Vanoni, V. A. ed., Sedimentation Engineering, ASCE Manuals and

Reports on Engineering Practice, No. 54., New York, 1975.




217

White, W. R.,, Paris, E and Bettess, R, "A New General Method for
Predicting the Frictional Characteristics of Alluvial Streams,"
Report No. IT 187, Hydraulics Research Station, Wallingford,
England, July 1979.

White, W. R, Milli, H. and Crabbe, A D.,"Sediment Transport:
An Appraisal of Available Methods, Vol. 2, Performance of
Theoretical Methods when Applied to Flume and Field Data, "
Report No. INT 119, Hydraulics Research Station, Wallingford,
Berkshire, England.

Wijbenga, J. H A and Klaassen, G. J., "Changes in Bedform Dimensions
Under Unsteady Flow Conditions in a Straight Flume,"” Second
International Conference on Fluvial Sediments, University of
Keele (UK.), September 1981.

Yang, €. T., "Incipient Motion and Sediment Transport," Journal of the
Hydraulics Division, ASCE, Vol. 99, No. HY10, October 1973,
pp. 1679-1704.

Data Sources

Abdel-Aal, Farouk, M., "Extension of Bed Load Formula to High Sediment
Rates,”" PhD thesis presented to the University of California, at
Berkeley, California, December 1969.

Barton, J. R, and Lin, PN, "A Study of the Sediment Transport in
Alluvial Channels," Report No. CEF 55JRB2, Colorado State
University, Fort Collins, Colorado, 1955, 41 pp.

Borgardi, J., and Yen, C. H., "Traction of Pebbles by Flowing Water,
PhD thesis presented to the State University of lowa, 1939,
66 pp.

Casey, H.J., "Uber Geschiebebewegung," Preuss. Versuchsanst. fur
Wasserbau und Schifibau, Berlin, Mitt., Vol. 19, 1935, 86 pp.
(Translation on file at U.S. Soil Conservation Service,
Washington, D.C.).

Chaudhry, H M., Smith, K. V. H and Vigil H, "Computation of Sediment
Transport in Irrigation Canals," Proc. Institution of Civil
Engineers, Vol. 45, Paper 7241, 1970, pp. 79-101.

Chitales, S. V., "Hydraulics of Stable Channels," Tables 13 and 17,
Government of India, Ministry of Irrigation and Power, Central
Water and Power Commission, 1966.



218~

Chyn, S.D., "An Experimental Study of the Sand Transporting Capacity
of the Flowing Water on Sandy Bed and the Effect of the
Composition of the Sand,” thesis presented to the Massachusetts
Institute of Technology, Cambridge, Massachusetts, 1935, 33 pp.

Colby, B. R, and Hembree, C. H., "Computations of Total Sediment
Discharge Niobrara River Near Cody, Nebraska,” Water—Supply
Paper 1357, U. S. Geological Survey, Washington, D.C., 1955.

Costello, WR, "Development of Bed Configuration in Coarse Sands,"
Report 74—1, Department of Earth and Planetary Science,
Massachusetts Institute of Technology, Cambridge, Massachusetts,
1974.

Culbertson, J.K., Scott, C. H. and Bennett, J. P., "Summary of
Alluvial-Channel Data from Rio Grande Conveyance Channel, New
Mexico, 1965-69," Professional Paper 562-J, United States
Geological Survey, Washington, D.C. , 1972, 49 pp.

Da Cunha, L. V., "River Mondego, Portugal,” Personal Communication,
Laboratorio Nacional De Engenharia Civil, Lisboa, 1969.

Daves, T. R , "Summary of Experimental Data for Flume Tests over Fine
Sand,”" Department of Civil Engineering, University of
Southampton, 1971.

East Pakistan Water and Power Development Authority, "Flume Studies of
Roughness and Sediment Transport of Movable Bed of Sand,” Annual
Report of Hydraulic Research Laboratory for 1966, 1967,
1968-1969, Dacca. _

Einstein, HA., "Bed Load Transportation in Mountain Creek,” US. Soil
Conservation Service, SCS-TP-55, 1944, 50 pp.

Einstein, H. A and Chien, N., "Effects of Heavy Sediment
Concentration near the Bed on Velocity and Sediment
Distribution,”" MRD Series No. 8, Unijversity of California,
Institute of Engineering Research and U.S. Amy Engineering
Division, Missouri River Corps of Engineers, Omaha, Nebraska,
August 1955. .

Foley, M. G., "Scour and Fill in Ephemeral Streams,"” W. M. Keck
Laboratory Report No. KH=R-33, California Institute of
Technology, Pasadena, California, 1975.

Franco, John J., "Effects of Water Temperature on Bed-Load Movement,"
Jounral of Waterways and Harbors Division, ASCE, Vol. 94, No.

WW3 Proc. Paper 6083, August 1968, pp. 343-352.




219

Gibbs, C. H.,, and Neill, C. R., "Interim Report on Laboratory Study of
Basket—Type Bed-Load Samplers,” Research Council of Alberta in
association with Department of Civil Engineering, University of
Alberta, April 1972, Number REH/72/2.

Gilbert, G. K., "The Transportation of Debris by Running Water,"
U S. Geological Survey, Professional Paper 86, 1914.

Guy, H. P., Simons, D. B. and Richardson, E. V., "Summary of Alluvial
Channel Data from Flume Experiments, 1956-61," U.S. Geological
Survey, Professional Paper 462—-1, 1966, 96 pp.

Hill, H. M., Srinivasan, VS. and Unny, T. E., Jr., "Instability of
Flat Bed in Alluvial Channels,” Journal of Hydraulics Division,
ASCE, Vol. 95, No. HY5, September 1969, pp. 1545-1558.

Ho, Pang—Yung, "Abhangigkeit der Geschiebebewegung von der Kornfomm
und der Temperature,” Preuss. Versuchsanst. fur Wasserbau and
Schiffbau, Berlin, Mitt., Vol. 37, 1939, 43 pp.

Hubbell, D. W. and Matejka, D. Q., "Investigation of Sediment
Transportation, Middle Loup River at Dunning, Nebraska,” US.
Geological Survey, Water Supply Paper No. 1476, 1959.

Johnson, J. W., "Laboratory Investigations on Bed-Load Transportation
and Bed Roughness," U.S. Soil Conservation Service, SCS-TP-50,
1943,

Jorissen, A L., "Etude Experimentale du Transport Solide des Cours
d'Eau,” Revue Universelle des Mines, Belgium, Vol. 14, No. 3,
1938, pp. 269-282.

Kalinske, A A., and Hsia, C. H, "Study of Transportation of Fine
Sediments by Flowing Water," Iowa University Studies in
Engineering, Bulletin 29, 1945, 30 pp.

Kennedy, J. F., "Stationary Waves and Antidunes in Alluvial Channels, *
Report KH-R-2, W. M. Keck Laboratory of Hydraulics and Water
Resources, California Institute of Technology, Pasadena,
California, 1961.

Kennedy, J. F. and Brooks, N. H., "Laboratory Study of An Alluvial
Stream of Constant Discharge," Proceedings, Federal Inter-Agency
Sediment Conference, Misc. Pub. 970, US. Department of
Agriculture, 1963, pp. 320-330.

Knott, J.M.,, "Sediment Discharge in the Trinity River Basin,
California,"” Water-Resource Investigations 49-73, U.S. Geological
Survey, 1974, 62 pp.




220

Laursen, E. M., "The total Sediment Load of Streams," ASCE, Journal
of the Hydraulics Division, Vol. 84, No. HYl, Proc. Paper 1530,
February 1958, 36 pp.

Leopold, L. B., "Personal Communication, "Sediment Transport Data for
Various U.S. Rivers," 1969.

MacDougall, C. H., "Bed-Sediment Transportation in Open Channels, "
Transactions of the Annual Meeting 14, American Geophysical

Union, 1933, pp. 491-495.

Mahmood, K., et al., "Selected Equilibrium- State Data from ACOP
Canals, " Civil, Mechanical and Environmental Engineering
Department Report No. EWR-79-2, George Washington University,
Washington, D.C., February 1979, 495 pp.

Mavis, F. T., Liu, T., and Soucek, E., "The Transportation of Detritus
by Flowing Water = II," Iowa University Studies in Engineering,
Bulletin 11, 1937, 28 pp.

Meyer~Peter, E., and Muller, R., "Formulas for Bed Load Transport,"
Proceedings, Second Meeting of International Association for
Hydraulic Structures Research, Stockholm, 1948, 26 pp.

Milhous, R.T., "Sediment Transport in a Gravel-Bottomed .Stream,"
PhD thesis, Oregon State University, 1973, 232 pp.

Mutter, Douglas Gerald, "A Flume Study of Alluvial Bed
Configurations,” Masters thesis submitted to the Faculty
of Graduate Studies, University of Alberta, 1971.

NEDECO, "Rio Magdalena and Canal del Dique Project, Mission Tecnica
Colombo-Holandesa,” NEDBOD Report, NEDEQO, the Hague, 1973.

Neill, C. R., "Laboratory Study of Scour of Coarse Uniform
Bed Material,” Personal Communication, Research Council of

Alberta, 1967.

Nordin, C. F., Jr., "Flume Studies with Fine and Coarse Sands, "
Open File Report 76-762, US. Geological Survey, Washington,
D.C., 1976, 18 pp.

Nordin, C. F. and Beverage, J. P., "Sediment Transport in the
Rio Grande, New Mexico,"” Professional Paper 462-F, US.
Geological Survey, Washington, D.C. 1965, 35 pp.

O0'Brien, M P., "Notes on the Transportation of Silt by Streams,"
Transactions of the Annual Meeting 17, American Geophysical
Union, 1936, pp. 431-436.




221~

Onishi, Y., Jain, S C. and Kennedy, J. R, "Effects of Meandering in
Alluvial Channels,” Journal of the Hydraulics Division, ASCE,
Vol. 102, No. HY7, July 1976, pp. 899-917.

Paintal, A S., "Concept of Critical Shear Stress in Loose Boundary
Open Channels," Journal of Hydraulic Research, No. 1, 1971,
ppe 90-113.

Peterson, A W., and Howells, R. F., "A Compendium of Solids Transport
Data for Mobile Boundary Channels, " Report No. HY-1973-ST3,
Department of Civil Engineering, University of Alberta, Canada,
January 1973.

Pratt, C. J., "Summary of Experimental Data for Flume Tests over
0.49 mm Sand," Department of Civil Engineering, University of
Southampton, 1970.

Samide, G. W., "Sediment Transport Measurements,” Masters thesis pre—
sented to the University of Alberta, June 1971.

Sato, S., Kikkawa, H. and Ashida, K., "Research on the Bed Load
Transportation,” Journal of Research, Public Works Research
Institute, Vol. 3, Research Paper 3, Construction Ministry,
Tokyo, Japan, March 1958, 21 pp.

Seitz, H R , "Suspended and Bedload Sediment Transport in the Snake
and Clearwater Rivers in the Vicinity of Lewiston, Idaho,"
File Report 76-886, US. Geological Survey, Boise, Idaho, 1976,
77 PP-

Shen, H. W., Mellema, W. J. and Harrison, A.S., "Temperature and
Missouri River Stages Near Omaha," Journal of the Hydraulics
Division, ASCE, Vol. 104, No HYl, January 1978, pp. 1-20.

Shinohara, Kinji and Tsubaki, Toichiro, "On the Characteristics of
Sand Waves Formed Upon Beds of the Open Channels and Rivers,"
Reprinted from Reports of Research Institute of Applied
Mechanics, Kyushu University, Vol. VII, No. 25, 1959.

Simons, D. B., "Theory of Design of Stable Channels in Alluvial
Materials, PhD thesis, Colorado State University, May 1957.

Singh, B., "Transport of Bed-Load in Channels with Special Reference
to Gradient Form," PhD thesis presented to the University of
London, London, England, 1960.

Soni, J. P., "Short Statistical Analysis of Total Load Concentration,"
Journal of the Hydraulics Division, ASCE, Vol. 106, No HYS,

August 1980, pp. 1383-1389.




222

Stein, R A, "Laboratory Studies of Total Load and Apparent Bed
Load,"” Journal of Geophysical Research, Vol. 70, No. &, 1965,
pp. 1831-1842.

Straub, L. G., "Transportation Characteristics Missouri River
Sediment,” M.R.D. Sediment Series No. 4, St. Anthony Falls
Hydraulic Laboratory, Minneapolis, Minnisota, April 1954,

Straub, L. G., Anderson, A G. and Flammer, G. H , "Experiments on the
Influence of Temperature on the Sediment Load,” M.R.D. Sediment
Series No. 10, St. Anthony Falls Hydraulic Laboratory,
Minneapolis, Minnisota, January 1958.

Taylor, B. D., "Temperature Effects in Alluvial Streams," W. M. Keck
Laboratory of Hydraulics and Water Resources Report KH-R-27,
California Institute of Technology, Pasadena, California,
August 1971, 204 pp.

Toffaleti, F. B., "A Procedure for Computation of the Total River Sand
Discharge and Detailed Distributi'on, Bed to Surface,"” Technical
Report No. 5, Committee of Channel Stabilization, Corps of
Engineers, U.S. Army, November 1968.

United States Department of the Interior, Bureau of Reclamation,
"Interim Report, Total Sediment Transport Program, Lower
Colorado River Basin," January 1958, 175 pp.

United States Amy Corps of Engineers, US. Waterways Experiment
Station, Vicksburg, Mississippi, "Studies of River Bed Materials
and Their Movement with Special Reference to the Lower
Mississippi River, Paper 17, 1935A, 161 pp.

United States Amy Corps of Engineers, US. Waterways Experiment
Station, Vicksburg, Mississippi, "Effect of Turbidity on Sand
Movement,” unpublished report of experiments, 1935B.

United States Amy Corps of Engineers, UsS. Waterways Experiment
Station, Vicksburg, Mississippi, "Flume Tests Made to Develop a
Synthetic Sand Which Will Not Form Ripples When Used in
Movable-Bed Models," Technical Memorandum 99-1 (unpublished),

1936A, 21 pp.

United States Amy Corps of Engineers, US. Waterways Experiment
Station, Vicksburg, Mississippi, "Flume Tests of Synthetic
Sand Mixture (Sand No. 10)," Technical Memorandum 95-1
(unpublished), 1936B, 21 pp.

.




223

United States Amy Corps of Engineers, US. Waterways Experiment
Station, Vicksburg, Mississippi, "Studies of Light—-Weight
Materials, with Special Reference to their Movement and use as
Model Bed Material," Technical Memorandum 103—1 (unpublished),
1936C, 56 pp.

Vanoni, V. A, and Brooks, N. H., "Laboratory Studies of the Roughness
and Suspended Load of Alluvial Streams,”" M.R.D. Sediment Series
No. 11. California Institute of Technology Sedimentation
Laboratory, 1957, 121 pp.

Vanoni, V. A, and Hwang, Li San, "Relation Between Bed Forms and
Friction in Streams," Journal of the Hydraulics Division, ASCE,
Vol. 93, No. HY3, Proc. Paper 5242, May 1967, pp. 121-144.

West Bengal, Govermment of, "Study on the Critical Tractive Force
Various Grades of Sand," Annual Report of the River Research
Institute, West Bengal, Publication No. 26, Part I, 1965,
pp. 5-12.

Williams, G. P., "Flume Width and Water Depth Effects in Sediment
Transport Experiments," U.S. Geological Survey, Professional

Paper 562-H, 1970.

wWillis, J. C., Coleman, N. L. and Ellis, W. M., "Laboratory Study of
Transport of Fine Sand,” Journal of Hydraulics Division, ASCE,
Vol. 98, HY3, Proc. Paper 8765, March 1972, pp. 489-501.

Willis, J.C., "Suspended Load from Error—Function Models," Journal of
the Hydraulics Division, ASCE, Vol. 105, No. HY7, July 1979,
pp. 801-816.

Znamenskaya, N. S., "Experimental Study of the Dune Movement of
Sediment," Transactions of the State Hydrologic Institute
(Trudy GGI) No. 108, 1963, pp. 89-111. Translated by L. G.
Robbins.




A,c’m,n
A,B,n

A,B

224

LIST OF SYMBOLS

Coefficients in Ackers and White (1973) technique.

Coefficients in Eq. 3.25,

Coefficients in Eq. 6.14.

Coefficient in Manning-Strickler equation.
Coefficients.

Coefficient in Eg. 3.20.

Coefficients in Eg. 6.10 and Eg. 6.11.

Chezy coefficient.

Mean sediment concentration (see p. 9).

Reference concentration at elevation a in Eg. 5.1
Volumetric bed concentration in Eg. 5.10.
Equilibrium concentration.

Coefficient for field data, Eg. 6.8
Dimensionless Plamning coefficient.

Pipe diameter.

Mean flow depth.

Dimensionless particle size, Eg. 5.6.

Arbitrary particle-size diameter.

Mean particle diameter of size fraction Pi
Particle sizes in a distribution, for which 35, 50,
65, and 84 percent, by weight, respectively, are
finer.

Bagnold bed load transport efficiency,

Froude number, v/ver .
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gr

Qx
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Friction factor, friction factor due to grain
resistance, and due to form resistance, respectively,

General functions,

Modified Froude Number, see PP. 36, 133.
Grain Froude number, see p. 164.
Critical grain Froude number, see P. 164.
Mobility Number, defined by Eq. 5.4.
Gravitational acceleration.

z + h + u2/2g

Flow depth.

(1 =-X2)pz+ Ch

Einstein integrals in Eg. 5.12.

Integer indices.

Coefficients determined from Fig. 3.8.
von Karman's constant,

Measure of bed-form roughness.

Roughness height,

Ranga Raju et al, parameter in Eq. 5.22.
Manning coefficient.

Size f;action of bed material,

Water discharge.

Discharge per unit width,

Sediment discharge per unit width.
Dimensionless unit discharge, q//gﬁs? .

Reynolds number, 4rv/v .

" Hydraulic radius, hydraulic radius due to grain
resistance, and due to form resistance, respectively.
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R Grain Reynolds number, see p. 164.

§,87,8" Slope, slope due to grain resistance, and due to form
resistance, respectively,

s Specific gravity of bed particles.
T Temperature.
tgllJo Bagnold measure of dynamic friction.
u Component of velocity in x—direction, averaged over depth.
Ugsil She.ar velocity and shear velocity due to grain
resistance.
V,v Mean flow velocity.
Vor Critical velocity for Yang (1973) technique.
W Channel width.
w Fall velocity of median sediment particle.

W,x,¥,2 Coefficients in Eq. 4.6.

L Fall velocity for size fraction P «

L Mean fall velocity of bed particles.

Y. Laursen parameter in Eq. 5.17.

z Bed elevation,

o, B Dimensionless groups defined by Eq. 3.11.

8 Laminar sublayer thickness, 11.6 \)/u*’ .

Af Change in a function over a discrete time step.
Ah Change in depth over a discrete time step.

Aq Change in discharge over a discrete time step.
At Time step

Au Change in velocity over a discrete time step.
Ax Space step.
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Ay, Width of i'™ element of a cross-section.
Az Change in bed elevation over a discrete time step.

Turbulent diffusion coefficient.
Weighting factor for the implicit scheme.
Porosity of bed sediment.
Kinematic viscositys
Dimengsionless transport rate.
B Dimensionless bed load trangport rate.
Qs Dimensionless suspended transport rate.
Y Density of water.
Py Density of sediment.
¢ Geometric standard deviation of bed-particle sizes.
T Mean shear stress.

' , , . ,
Tas Tk Dimensionless shear stress, and dimensionless shear
stress due to grain resistance, see pp. 28-36.

Txo Critical dimensionless shear stress for initiation of motion.

Txg Dimengionless shear stress based on Ds’ see p. 46.
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APPENDIX

HY1 TECHNICAL NOTES 115

RE-EXAMINATION OF NIKURADSE ROUGHNESS DATA
By William R. Brownlie," A. M. ASCE

InTroDUCTION

Two sets of flow resistance data are commonly used in the evaluation of
friction factors for pipes and open channels. The data compiled by Colebrook
and White for commercial pipes were used by Moody to construct his well
known friction factor diagram (3, Fig. 5.32). A similar diagram based on the
data of Nikuradse (1) for sand-roughened pipes appears in most texts of fluid
mechanics (2, Fig. 108 and 3, Fig. 5.31), however, with a much more limited
range of relative roughness and Reynolds number than the Moody diagram.
While the Colebrook and White data are appropriate for commercial pipe
applications, the Nikuradsedata, with its sand roughness, may be more applicable
for problems involving open channels with uniform-sand beds for which grain
friction factor is required. This note describes an inconsistency in the original
presentation of some of the Nikuradse data and providesa Moody-type diagram
with some engineering applications for a range of the data believed to be valid.
The data are reviewed here because they appear in many classical texts of
fluid mechanics for engineers (e.g., 2, 3).

OniainaL Data

The experiments reported by Nikuradse were conducted using pipes with
diameters of 2.474 cm, 4.94 cm, and 9.94 cm. Roughness was created by gluing
uniform sands to the pipes. In all, five sands were used, with mean diameters
ranging from 0.01 ¢m~0.16 cm, to give six values of relative roughness (grain
diameter over pipe diameter). Uniformity of sand grains was created by sieving,
resulting in a typical geometric standard deviation of 1.02 for the grain-size
distributions. Measurements in the pipes were taken using an approach length
of approximately 40 pipe diam.

The data has traditionally been presented graphically in two different forms
following the original presentation of Nikuradse (1). In the Moody-type form,
friction factor is plotted against Reynolds number on a log-log scale with a
different curve and set of data points for each of the six values of relative
roughness. In the alternate form, by transforming the dotting coordinates, the

!Grad. Research Asst., W. M. Keck Lab. of Hydr. and Water Resources, Calif. Inst.
of Tech., Pasadena, Calif. 91125.

Note.—Discussion open until June 1, 1981. To extend the closing date one month,
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This paper is part of the Journal of the Hydraulics Division, Proceedings of the American
Seciety of Civil Engineers, © ASCE, Vol. 107, HYI, January, 1981. ISSN 0044-
796X /81/0001-0115 /$01.00.
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six curves are collapsed to one curve as in Fig. 1.

Fig. 1 shows data from 90 runs randomly selected from the 362 that are
published. The figure also shows the Colebrook transition function upon which
the Moody diagram is based. Since the equivalent sand roughness of the Colebrook
and White data was calibrated to the Nikuradse data in the fully rough regime,
the two curves converge to the same asymptote on the right side of Fig. 1.

An inconsistency in the original data presentation can be seen by comparing
the two plot types (1, Figs. 9 and 11) with the data tables. The data in the
tables cover the range of parameters shown in Fig. 1; however, all points plotted
on the original diagram do not appear in the tables. Conversely, ali of the
data in the tables are not shown in the original diagram, but they do conform
closely to the curve in Fig. 1. On the other hand, the Moody-type diagram
shows data with Reynolds numbers as low as 500 whereas the lowest Reynolds
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FIG. 1.~Comparison between Nikuradse Resistance Data and Colebrook and White
Transition Function (about 25 percent of Published Data are Shown)

number given in the tablesis 4,300. Furthermore, the two diagrams are consistent
only for Reynolds numbers greater than 10,000. Finally, the unpublished data
are somewhat suspect because they show a smooth transition from turbulent
to laminar flow occurring at a Reynolds number of about 2,000, for all given
values of relative roughness. Such a condition seems unlikely due to the nature
of the physical transition.

Frow ResisTance CHART

The Moody-type flow resistance chart shown in Fig. 2 was derived from
the curve fitted to the data points in Fig. 1. Although there are inconsistencies
in the original diagrams, the experimentsappear to have been carefully conducted
and the data in the tables are reasonable. Reynoids numbers lower than 10,000
have been omitted.
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It is hoped that Fig. 2 will be a useful and accurate tool for engineers. The
chart can be used for side-wall corrections as well as for separatingtotal resistance
into grain resistance and form resistance. For open channel flow calculations,
pipe diameter D should be replaced by 4r in which r = hydraulic radius.

Fig. 2 is based on three equations which apply to different domains along
the abscissa of Fig. 1:
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in which R, = V f/8 R; f = friction factor; D = pipe diameter; k, = the
sand grain roughness (equivalent to grain diameter); R = Reynolds number;

NIRURADSE SAND GRAIMN ROUGHNESS
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FIG. 2.—Friction Factor Diagram, for Pipes of Diameter, D, or Channels of Hydraulic
Radius, r

and A, = empirical constants. Eq. 1 is for smooth pipes, and relative roughness
can be removed by factoring both sides of the equation. Eq. 2 was fitted by
the writer to the transition data from the smooth to the rough regime, with
the coefficients A, through A, defined as 1.3376, —4.3218, 19.454, —26.480,
16.509, —4.9407, 0.57864, respectively. Eq. 3 describes the fully rough regime
where friction factor is a function of relative roughness only.
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Sie-WarL Correcrion

Fig. 2 can be used to perform a side-wall correction for flow at a given
R, in flumes with a known friction factor, £, and roughness, k., using a procedure
analogous to the smooth-wall procedure described by Vanoni and Brooks (4).
From the derivation given in Ref. 4, the following equations can be obtained:

R ——Iif @
W= T e
‘s )
P == S e e e e e e e
f
P
R A I )
r
rb=}f,, ...................................... ™

in which p = wetted perimeter; the subscript b denotes bed, and the subscript
w denotes wall.
The procedue for using Fig. 2 to calculate r, and r, is as follows:

1. Plot Eq. 4 on Fig. 2 as a straight line with a slope of 1 in log units,
and an intercept of 0.01R/f at £ = 0.01. The desired values off, and R,
will lie on this line.

2. Pick a trial value of r,, and compute 4 r_/k,, and determine £, from
Fig. 2.

3. Compute a new value of r,, from Eq. 5, return to step 2. The solution
should converge after two or three interations.

4. The quantities f, and r, can now be calculated directly from Egs. 6
and 7.

Form anD Grain ResisTanCE

In some open channel flow problems it is often desirable to separate grain
resistance from bed-form resistance. Two procedures are possible for separating
the bed shear stress into its two components. Either the slope may be broken
into componentsor the hydraulicradius of the bed may be broken into components.
Vanoni and Brooks (4) have presented a graphical solution of the Einstein-Bar-
barosa approach which divides the hydraulic radius into two components. Fig.
2 could also be used to carry out this procedure by applying a technique similar
to that of the side-wall correction procedure just described. However, a more
convenient and perhaps more conceptually reasonable approach is to divide
the energy slope into two components.

The following equations can be used with Fig. 2 to perform this procedure:
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s = LY S ®
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in which §" and /£, = the energy slope and bed friction factor, respectively,
resulting from grain resistance; and S"and f, = those quantities resulting from
form drag, for a flow with a given velocity and bed hydraulic radius. The
quantity £ can be determined directly from Fig. 2, given R, and 4r,/k.. The
remaining quantities can be calculated from Egs. &, 9, and 10.
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