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® UNIT HYDROGRAPHS FOR SITES
WITH LIMITED DATA

(SEC. 8-9 of FERC Guidelines on the Determination
of Probable Maximum Flood)

Materials under TAB 19 in Volume 2 of the Notebook

This is part of the Guidelines related to the
development of unit hydrograph for basins with
limited data - Sec 8.9 of the FERC Guidelines

GENERAL APPROACH

e conduct a search for regional studies which have
developed synthetic unit hydrograph parameters
applicable to the basin of interest

e perform a regional study to develop synthetic unit
hydrograph parameters

e |f there are no suitable data available for a
regional study, use one of the existing
approaches such as those developed by Snyder,
Clark, SCS, or others

o for drainage areas smaller than 20 square miles,
it is acceptable to use the SCS dimensionless

unit hydrograph




APPLICABLE UNIT HYDROGRAPH PARAMETERS

source of data: local, state and federal agencies

U.S. Army Corps of Engineers - Chief Engineer’s
Office in Washington, D.C. or the District Offices

U.S. Army Corps of Engineers Report on
Civil Works Investigation Project No. CW-
153; Unit Hydrograph Compilations,Volumes
1 through 4. Volumes 1, 2 and 3 were
published in 1949 and Volume 4 in 1954
published by the Office of the District
Engineer, Washington District

This publication contains the Snyder’s C; and
Cp of 146 watersheds primarily in the areas
west of the Mississippi Valley

Los Angeles District has developed
dimensionless unit hydrographs for parts of
Arizona, California, Colorado, Nevada and
New Mexico which are under its jurisdiction

The U.S. Army Corps of Engineers
Hydrologic Engineering Center at Davis,
California also has selected study results for
many regions

U.S Bureau of Reclamation Flood Hydrology
Manual (1989) - It contains dimensionless unit
hydrographs for regions in the Rocky Mountains;
the Great Plains; Southwest Desert, Great Basin
and Colorado Plateau; Sierra Nevada, Coast and
Cascade Ranges; and urban basins




e« U.S. Geological Survey published a number
statewide regional studies in cooperation with
the state departments of transportation. Data
are available for Alabama, Georgia, lllinois,
South Carolina and Tennessee

e Illlinois Water Survey has data for lllinois

e« Some state universities may also have regional
study results funded by state agencies.
Pennsylvania State University has data for
Pennsylvania

CAUTION:

. e must assess if the basin of interest is hydro-
meteorologically similar to the those used in
the regional study

 lag time and channel or basin slopes are
often defined differently in the various
methodologies. They must be consistent
with the methodology used

e the developed relationships must be verified
using data available in the basin of interest,
or in the region, if applicable
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REGIONAL STUDY sk 0 4

must be performed if no applicable unit
hydrograph parameters are available and the
watershed is larger than 100 square miles

this is an expensive undertaking

it involves the development of unit hydrographs
for gaged basins in the region, if they have not
already been developed

need continuous streamflow records of major
floods in the region and their corresponding
hyetographs
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GENERAL APPROACH

“hydro-meteorologically similar” gaged basins in
the region need to be identified

unit hydrographs for these gaged basins are
developed using observed hyetographs and
corresponding flood hydrographs

unit hydrograph parameters, such as lag time,
T¢, storage coefficient (R), Snyder’s C; and C,

are derived from these unit hydrographs

develop generalized regional relationships
between the unit hydrograph parameters of these
gaged basins and their physical characteristics
using regression and correlation analyses

the basin characteristics used in the regression
analyses should be those which can be defined
easily, such as drainage area, length of principal
watercourse, average channel slope, percentage
of impervious area, percent of area covered by
forest and or lakes. etc

the general rule in selecting the appropriate
regression relationship is to use the coefficient of
determination (R2) and the standard error of
estimate (Se) as the guide and select the
relationship with the fewest independent
variables and the largest R2 and smallest S¢

values.

need to assure that the selected regression
relationship meet at least a 90% confidence level




the physical characteristics of the basin of
interest are then developed

unit hydrograph parameters of the basin of
interest are developed using the established
regional relationships

the value of R/(T.+R) estimated using the Clark
unit hydrograph parameters, T, and R, was found

to be near a constant for a hydro-
meteorologically similar region

the developed relationships must be verified
using data available in the basin of interest, if
possible, or in the region



° REGIONAL STUDY

STATISTICAL CORRELATION
Suppose:
Q= C, G{IrOA

p
T, = Cy (LLca)®?

1)Construct unit hydrographs for
® each available storm and flood.

2 )Calculate Cp, and Ct for each unit
hydrograph. |
3) Identify physical parameters for

each basin
S, L, Lca
Drainage Density
4) Co=CiAM+CL"™ +CLE +. .-




REGIONAL STUDY FOR
PENNSYLVANIA BY MILLER

Cp= 0.907 + 0.0020(L-Lca) -
0.130(DD) - 0.0613(SCE)
— 0.0352(LEXT)

Cr= 18.6 + 0.0108(L-Lca) —1.29(DD)
— 0.464(SCE) — 0.468(LMAX)
—0.150(CN)

DD = drainage density (1/mi)

SCE = Maximum Elev Diff

Maximum Stream Length in a
St. Line top to bottom




Table 2.--Summary of

lagtime estimating equations.

Area Equation Standard error
of regression
(percent)
North of the Fall T, = 4.64A°495--21 + 31
[.Line (rural)
South of the Fall T, = 13.64435-+31 + 25
Line (rural)
Metropolltan T, = 161A+225-:6674-.67 + 19
Atlanta
(urban)

Coefficient of
determination,
R2

.96

.94
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G Location t  (hours DA (sq mi Gage Location t_ (hours DA (sq mi
Gage Location _t, (hours) . Gage Location | _t; (hours) (sq mi)
1 Pohopoco Creek near Parryville 7.1 109.0 14 Schuylkill River at Landingville 6.0 133.0
2 Aquashicola Creek at Palmerton 10.2 76.7 15 Little Schuylkill River at Tamaqua 2.9 42.9
3 Lehigh River at Walnutport 13.4 889.0 16 Schuylkill River at Berne 9.2 355.0
4 Little Lehigh River near Allentown 5.5 80.8 17 Tulpehocken Creek at Reading 7.1 211.0
5 Jordan Creek at Allentown 12.3 75.8 18 Schuylkill River at Pottstown 22.8 1,147.0
6 Monocacy Creck at Bethlehem 10.2 44.5 19 Perkiomen Creek at Graterford 6.0 279.0
7 Lehigh River at Belhlehemn 17.0 1,279.0 20 Ridley Creek at Moylan 3.9 31.9
8 Saucon Creek at lanark 2.4 12.0 21 Brandywine Creek at Chadds Ford 9.2 287.0
9 So. Branch Saucun Cr. at Friedensville 2.0 10.6 22 Chester Creek at U.5.G.S. gage 6.4 61.1
10 Saucon Creek at Friedensville 5.0 . 26.6 23 Maiden Creek Tributary at Lenhartsville 3.7 © 1.5
11 Tohickon Creck near Pipersville 3.1 97.4 24 French Creek near Phoenixville 5.7 59.1
12 Neshaminy Creek near Langhorne 10.2 210.0 25 Skippack Creek near Collegeville 5.1 53.7
13 Sch'uylkill River at Pottsville 5.0 53.4 26 Pickering Creek near Chester Springs 3.1 6.0
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Rancocas Ck, NJ

SUBAREA PHYSICAL AND UNITGRAPHVCHARACTERISTICS

Subarea Drainage 1970 sggg;n Lengfh Lakes
Index Arca Popu- Density Impervi- to & R :
Number D.A. lation Per sq mi  ousness Length Center Slope Swamps TC+R — TC R
P : D I L LL., 510-85 St TC+R
(sq mi) (%) (mi) (mi)  (ft/mi) (%)

36 3.58 1340 374 ' 7.0 2.4 1.2 9.0 2 16 .75 4 12
a1 1.87 930 479 8.4 2.9 1ad 15.8 4 15 .75 4 11
“ag 5.17 7200 1392 15 4.0 1.8 14.8 10 22 .75 5 17

39 5.41 640 118 3.4 3.6 1.6 12.1 B 12 oD 3 9

40 4.04 21750 5380 30 3.9 2.6 17.4 .5 6.4 .75 1.6 _ 4.8

41 1.91 15200 7960 38 2.9 1.7 16.9 7 12 .75 3 9

42 6 4.4 7 22

.06 14000 2310 19 3.0 8.5 17 29 .75

Total 351.86

0.792 - 0.03% log D

1 0.117D

"

.28

foen = 21 (0A/8)°22 (st)+ 3 (3D’

i}

AThese values reflect a 50 percent increase over the regional values as required
to reconstitute observed hydrographs at the Pemberton gage.

»*9)1i1adelphia District February 1978 revised population estimates. s e =



SUMMARY OF REGRESSION RESULTS

Standard Error of
Estimate in

Equation Dependent Independent Function 2 2 % of Mean of
. No. Varijable Variables Type R R Dependent Variable

1 TC St,L,S,A Linear 0.226 0.019 67.6

2 TC L,A,St,{S) ILog 0.327 0.200 376

3 R St,A,L,S Linear 0.581 0.469 55.4

4 R St,A,(S) Linear 0.570: 0.520 52.7

5* R St.L,AS Log 0.466 0.324 28.2

6* R St,A,(S) Log 0.402 0.331 28.1

7 LAG St,L,S,A Linear 0.462 0.319 51.6

8 LAG St,A,S Linear 0.394 0.281 53.0

gk LAG St,A,L,(S) Log 0.467 0.367 27.6

10* 'LAG St,A,(S) Log 0.460 0.397 27.0

11 cP S,(A,L,St)" Linear 0.028 0. 43.9

12 CP St.S,(A,L) Log 0.045 0. 84.9
13% (TC+R) St,L,S,{A) Linear 0.689 0.631 31.6 - :
14*  (TC+R)  St,A,S Linear  0.636 0.567 34.2 i
15%* (TC+R) St,A Linear 0.619 0.574 33.9 g
16* (TC+R) St,A/S Linear 0.652 0.611 32.4 }
17* (TC+R) A,St,S,L Log 0.713 0.594 10.1 :
16« (TC+R)  A,St,S Log 0.692 0.597 10.0 %
19* (TC+R) A,St Log 0.679 0.606 9.9 |
20* (TC+R) St,A/S Log 0.582 0.533 10.8 |
21 R/(TC+R) = S,(A,L,St) Linear 0.046 0. 53..3 :
22 R/(TC+R)  St,A,L,(S) Log 0.091 O. 83.8 '

. 23 R/(TC+R)  St,A,(S) Log 0.054 O. 83.0

*Indicates equations selected for detailed analysis.

( )Indicates independent variables that were not included in the equation

by the stepwise regression program because they
improve the results as described in the text.

did not significantly

The final regression equations were then:

(TC+R)

R

7.52*A'215*St'425

3.30x4- 155,54 775




When regression analysis is used to determine equations relating the
various model parameters, the standard error of estimate and the coefficient
of determination are computed for each equation. Typical results of such an
analysis are tabulated in the/Tab%es, fhere values of S and R? are given
for each equation. The general rule is to use R and4§€3 as _a guide and

select the equation with the fewest independent variables and the best values
of R and Sg+

TYPICAL RESULTS OF MULTIPLE REGRESSION ANALYSIS
FOR REGIONALIZATION OF MODEL PARAMETERS

(Several Basins in New Jersey and Pennsylvania)

Standard Coefficient

Error of Correlation of

Estimate Coefficient Determination

Se R RZ

TC = 26.19 170-33570.29 (p4y0.23 0.0495 0.9710 0.9428
TC = 19.84 170" 5° (0A/s)0+26 : 0.0358 0.9849 0.9701
TC = 8.29 K™1+28 (pp/s)0-28 * 0.0269 0.5915 0.9831
TC = 4.14 (DAss)0-39 0.1296 0.7800 0.6084
(TC + R)= 122.64 1042 §70-55(pp0.09 0.1442 0.6844 0.4684
(TC + R) = 15.69 10-2L(pass)0-34 0.1161 0.8094 0.6552
(TC + R) = 11.52 K 0-67 (pass)0:33 * 0.1054 0.8461 0.7159
(TC + R) = 7.98 (DA/5)C+37 0.1093 0.8333 0.6944

* K=1.0 + 0.031



SEMINAR AGENDA

DETERMINATION OF PROBABLE MAXIMUM FLOOD

ASSOCIATION OF STATE DAM SAFETY OFFICIALS

1. Seminar Agenda
2. General Information
3. Instructor Resumes
Monday
Time Description
4, 8:00 Welcome - Introduction - Announcements

. An Overview

Objective - To provide a reasonable approach for uniform
application in determining the probable maximum flood (PMF)
hydrograph

PMF Guidelines Section 8-1
5. 8:30 Introduction to Runoff Analysis - The Hydrologic Cycle

Nature of Runoff Hydrographs
Basin Rainfall

(1
2
(8) Effective Rainfall

(4) Loss Analysis
6. 9:00 Preliminary Review of Hydrologic Data
PMF Guidelines Section 8-2
7. 9:20 Development of Hydrologic Criteria of the PMF

PMF Guidelines Section 8-3
9:40 COFFEE BREAK
10:00 Data Acquisition

@

PMF Guidelines Section 8-4

A132A009\A132-93C\7-94 1




Time Description

. 9. 10:20 Review and Assessment of Data

PMF Guidelines Section 8-5
10. 10:40 Subdivision and Drainage Area

PMF Guidelines Section 8-6
11. 11:00 Approach to Tasks for PMF Development

PMF Guidelines Section 8-7

12. 11:20 Unit Hydrograph Theory - Theory of Unit Hydrograph for
Gaged Watersheds - Assumptions and Limitations

PMF Guidelines Section 8-8

(1)  Definition

(2) Base Flow Separation

(8) Duration of the Unit Hydrograph

(4) Computation Time Increments - How Important

12:00 LUNCH
. 13. 1:00 Methods of Calculating Infiltration

(1)  Uniform Loss Function - Time Index

(2) Soil Conservation Service’s Curve Number Method
(8) Horton Equation

(4) Green and Ampt Infiltration Equation

(5) Physically Based Methodology

14. 1:45 Time of Concentration

(1) Regression Methods
(2) Hydraulic Methods
(3) Hydrograph Method

15. 2:05 Clark Method for Deriving Unit Hydrographs

(1) Conceptual Models of the Unit Hydrographs
(@) Concept of the Instantaneous Unit Hydrograph (IUH)

2:45 COFFEE BREAK
16. 3:05 Flood Hydrograph for Gaged Watershed - Sabrina Example
5:00 Adjourn

A132A009\A132-93C\7-94 2




Tuesday

Time Description
17 8:00 Review and Questions
18. 8:30 Synthetic Unit Hydrography Theory for Ungaged Watersheds

(1)  Snyder Synthetic Unit Hydrograph
(@) Soil Conservation Service Dimensionless Unit
Hydrograph

Developing Watershed Parameters for Ungaged Watersheds
(1) Clark Instantaneous Unit Hydrograph

(2) Snyder’s Synthetic Unit Hydrograph
(8) SCS Dimensionless Unit Graph

9:30 COFFEE BREAK
9:45 Continuation of Previous Lecture

19. 10:30 Unit Hydrographs for Sites with Limited Data
PMF Guidelines Section 8-9

(1) Search for Applicable Unit Hydrographs

(2) Regional Analysis

(8) Data Required

(4) Rainfall Analysis

(5) Development of Generalized Regional Relationships

20. 11:00 Introduction to Flood Routing
PMF Guidelines Section 8-11

(1) Hydraulic

(2) Hydrologic
(@) Muskingum
(b) Muskingum Cunge
(c) Reservoir Routing

12:00 LUNCH
21. 1:00 Probable Maximum Flood (PMF) Development

PMF Guidelines Section 8-10

22. 1:30 Data Collection for Ungaged Watersheds - Sensitivity
23. 2:00 Example: Corsorona Rapids

3:00 COFFEE BREAK

3:20 Continuation of Example Discussion

5:00 Adjourn

A132A009\A132-93C\7-94 3




Wednesday

. Time Description

24. 8:00 Review and Questions

25, 8:30 Ungaged Watersheds - No Data (Bishopsville Example)
9:30 COFFEE BREAK

26. 9.50 Glossary, Terms, and Report Formats

27, 10:10 Review and Questions

28. 11:00 Limitations of Unit Hydrograph Theory

29. 11:20 Hydrology

(1)  Future Models

(2) GIS Databases

(8) Kinematic Wave

(4) New Research Being Developed

12:00 LUNCH

30. 1:00 Example: Austen
3:00 COFFEE BREAK
. 31. 3:20 Special Considerations

(1) Dam Break Parameters

(2) Antecedent Conditions

(8) Start Q at Beginning of Flow
(4) Reservoir Levels

(6) Gate Operations

(6) Sediment

4:00 Summary
4:30 Evaluations
5:00 Adjourn

A132A009\A132-93C\7-94 4







UNIT HYDROGRAPHS FOR SITES WITH LIMITED DATA
PMF GUIDELINES SECTION 8-9

Tuesday 10:30 a.m.




Unit Hydrographs for Sites with Limited Data

For this chapter an "ungaged" site is one for which there is either no data available from
gages within the basin, or the available streamflow and rainfall data are insufficient in either
quality or quantity to provide confidence in developing applicable unit hydrographs. When
such a site is encountered, a unit hydrograph must be developed synthetically. One of the
following approaches should be followed.

° Conduct a search for regional studies that have developed synthetic unit-hydrograph
procedures applicable to the basin.

° Perform a regional study to develop synthetic unit-hydrograph procedures. The
study could develop either a new approach or coefficients for an existing one.

o If there are no suitable data available for a regional study, use one of the existing
approaches such as those developed by Snyder, Clark, the SCS, or others. In this
situation, the required coefficients must be selected empirically based on coefficients
developed for other regions. The applicability of the adopted coefficients must be
justified and documented.

. For drainage areas smaller than 20 square miles, it is acceptable to use the SCS
dimensionless unit hydrograph; however, adjustments may be necessary depending
on basin characteristics (e.g., steep slopes). For basins larger than 20 square miles,
an aggregate method can be used.

In a regional analysis. unit hydrographs are developed for gaged drainage basins in the
region. A unit-hydrograph model is adopted. Relationships between the parameters of the

_unit-hydrograph model and the physical characteristics of the basin are developed. Synthetic

unit hydrographs are estimated for ungaged basins by means of the established relationship
between parameters of the unit-hydrograph model and the physical characteristics of the
basin.

Caution: The applicability of any method to an ungaged site is always subject 10 question
because of the fundamental uncertainty in predicting basin response in terms of defined
physical characteristics. In general, any synthetic unit hydrograph should not be used
unless:

o The parameters for the unit hydrograph are well defined and correlated with
quantifiable basin characteristics.

. The unit hydrographs used in developing the relationships have been verified by
reproducing the largest floods of record in the database.

Use any historic rainfall or peak flow data from within the basin to verify regional synthetic
hydrographs and determine their applicability to the basin. Thus, it is always important to
use all data available from stations within the basin when developing an inflow PMF

hydrograph.

8-46 October, 1993




. 8-9.1 Applicable Unit Hydrograph for Each Basin/Subbasin Procedures

Many general studies have been performed by local, state, and federal agencies to
develop synthetic unit-hydrograph procedures, or coefficients for existing ones,
applicable to a particular region. The following are a few examples of regional
studies available from federal, state, and local agencies for developing synthetic
unit-hydrograph procedures for ungaged sites.

The COE has developed coefficients for use in computing Snyder and Clark unit
hydrographs for many areas in the United States. There is no single source for the
COE-developed information, but district offices of the COE can provide information
on the results of any studies conducted in the region.

The USBR has developed a set of lag-time equations, dimensionless unit hydrographs,
and S-graphs for different parts of the western states [Cudworth 1989].

The USGS has performed a number of statewide regional studies for the development
of unit hydrographs in cooperation with state departments of transportation. These
are published as USGS water resources investigation reports. Several, but not all,
are referenced in Section 8-12 [USGS 1982, 1986, 1988, 1990].

Caution: Any information obtained must be carefully reviewed to determine if it is
applicable to the project basin.

y

K. o A first check is to assess whether the basin of interest is hydrologically
similar to those used in the regional study. If the available regional study
was developed for basins in a rural setting, the study’s applicability to
watersheds in an urban environment would be questionable, or vice versa.

Caution: The reviewer must keep in mind that adjoining basins are often
not hydrologically similar even though they may adjoin. Any differences in
drainage area, cover, soil type, orientation, or geology should be identified.

. Storm and flood data used in the regional study should meet the same
quality requirements as set forth in Section 8-8 for the development of unit
hydrographs for "gaged" sites, including the consideration of adjusting unit
hydrographs for possible nonlinearity.

o In addition, the terminology used to define the various unit hydrograph and
basin parameters in the regional swudy should be clearly
understood—particularly the definitions of lag time and channel slope, since
a misunderstanding could lead to development of an invalid unit
hydrograph.

Caution: Lag time and channel or basin slope are often defined differently
in the various methodologies. The definition of the parameter must be
(. consistent with the methodology used.
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8-9.2

. In the Snyder unit hydrograph (Equation 8-9.3), the lag time is defined as
the elapsed time from the centroid of the rainfall to the unit-hydrograph
peak, which is the same definition used by the SCS.

. The USBR defines the lag time as the time from the center of the unit
rainfall excess to the time that 50 percent of the volume of the unit runoff
from the basin has passed the concentration point.

Caution: The hydrologic engineer must have a clear understanding of the definitions
of all parameters involved, if using methodologies or studies developed by others.

The capability of a developed unit hydrograph to reconstitute major historic flood
hydrographs must be assessed. If reconstitutions were successfully performed in the
available study, the unit hydrograph may be acceptable for application to the basin
of interest. It will also be desirable to use the unit hydrograph to reconstitute a major
historic flood hydrograph if data are available. If the results of that reconstitution are
satisfactory, the unit hydrograph may be acceptable.

Upon obtaining parameters from an acceptable regional study, unit hydrographs for
each subbasin should be developed in accordance with the application of the regional
study or, in the absence of specific directions, according to common unit-hydrograph
theory.

Regional Analysis

If the search for applicable synthetic unit-hydrograph procedures proves fruitless, and
the drainage area is larger than 100 miles, a regional analysis will be required.

A regional study could be either relatively easy or require a substantial effort,
depending on available regional data. For regions where systematic records of both
rainfall and streamflow have been carefully kept and are readily available, the effort
may be as simple as plotting graphs of peak-flow rate and lag time against drainage
area; otherwise, the effort can involve significant time and expenditure.

Regional unit-hydrograph studies are generally performed by developing unit
hydrographs for historic storms on "gaged" basins within the region. The process
of developing unit hydrographs for gaged basins is described in Section 8-8 for basins
with adequate data. In the final analysis, the parameters defining the developed unit
hydrographs are correlated with measurable basin characteristics to determine if an
analytical relationship can be formulated. If the hydrograph parameters correlate well
with basin characteristics, the results can then be used to generate unit hydrographs
for the ungaged basin of interest.

To conduct a regional study, "gaged" basins in the region need to be identified. The
needs for, and sources of, data for development of unit hydrographs for such basins
in the region are the same as given in Section 8-3. Data review should follow the
procedures given in Section 8-4.
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8-9.2.1 Data Required

To evaluate the hydrograph parameters needed for input to HEC-1, an
analysis of data for "gaged" basins in the region is required. Rainfall and
flood records for all basins in the region should be obtained and examined.

Caution: It is desirable to limit the basins examined to those with gaged
areas about the same size and slope as the basin of interest, since the
effects of the various parameters cannot be accurately quantified. In
practice, it will be necessary to consider both larger and smaller basins.
Data and basin selection should be justified.

Since the objective is to develop a unit hydrograph that can be used to
determine the inflow PMF hydrograph, the data obtained should include:

e Available topographic, soil, and geologic maps for each basin.
. Drainage area.

. Location and history of all stream gages in each of the basins.
o Location and history of all rain gages in each of the basins.

i Location, history, and data available for snow courses in the basins,
( . if the PMF is apt to be influenced by snowmelt.

. Continuous streamflow records for major floods of interest. It is
desirable to have records for at least three or four floods and
concurrent rainfall data for each basin to provide confidence in the
representative unit hydrograph for each basin. However, since the
analysis is being done regionally, all large floods for which data are
available should be analyzed.

. Rainfall records for storms that produced the historic floods for which
flood-flow data have been obtained.

. Aerial photographs of the basins.

The basins should be visited to obtain information on land use, cover, and
the physical characteristics of any dams and reservoirs. If there are dams
in any of the basins, information on reservoir area and volume, spillway
and outlet works capacity, and operation during historic floods should be
obtained.

The following parameters have been found to be useful for correlation of
unit-hydrograph parameters in regional analyses:

.

® Drainage area (A).
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8-9.2.2

8-9.2.3

e Length of the longest watercourse in miles from the basin outlet to the
upper limit of the basin (L).

L Length of the main watercourse in miles from the basin outlet to the
point nearest the centroid of the basin area (Lca).

] Channel slope (S).

o Percent impervious area (Ap.

e  Percent of area covered by forest.

e  Percent of area covered by lakes or marshes.

For each basin analyzed, the following parameters should be computed.

e An estimate of lag time T, and time of concentration Tc for each basin
based on applicable equations obtained from the local flood-control
agencies, or calculated as described in Section 8-8.

. The maximum time increment of rainfall to be used in the
unit-hydrograph analysis is T;/4 rounded to the next lower even
number.

e Infiltration rates for each basin/subbasin using methods described in
Sections 8-8.3.2 and 8-8.7.

Caution: Subdivision to areas smaller than that represented by a recording
stream gage cannot be done, because the object of the study is to develop
unit hydrographs.

Rainfall Analysis

Basin average rainfall should be computed using the procedures described
in Section 8-8.2.

Temporal distribution of rainfall for each storm should be developed for
each basin using the procedures described in Section 8-8.6.

Development of Generalized Regional Relationships

HEC-1 and the Clark unit-hydrograph method should be used to develop
representative unit hydrographs for the selected basins with available data.
The selection of the basins should be justified. In general, it is desirable
to have gage data for at least four basins in the region. Parameters for use
with the Clark unit hydrograph should be developed from the basin data,
including Clark’s storage coefficient R, and the time of concentration Te.
In addition, it will be necessary to evaluate the HEC-1 baseflow separation
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parameters STRTQ, RTIOR, and QRCSN. Procedures for calculating these
parameters are given in Sections 8-8.4 and 8-8.5. Once all input
information has been entered, HEC-1 should be used to optimize a unit
hydrograph for each selected basin. The HEC-1 runs for each basin should
be programmed to optimize the hydrograph parameters while allowing
R/(Te + R) to vary. A representative unit hydrograph must be developed
for each basin analyzed.

Once a representative unit hydrograph has been developed for each basin
analyzed, the values of R/(Tc + R) for all of the basins should be used in
a regression analysis against basin parameters. A very simple regression
analysis could be performed by plotting values of peak flow and lag time
against drainage area on semi-log or log-log paper. If a well-defined
relationship is found, the results can be used to develop a representative unit
hydrograph for the project basin.

If a well-defined relationship is not found in the simple regression analysis,
it may be that parameters other than drainage area have a strong influence
in determining the peak flow rate and lag time for basins in the region. In
that case, it will be necessary to perform a multiple linear regression of Te
and R/(Te + R) against identifiable basin parameters, such as S, L, Leca,
and A, or combinations of these parameters. If a portion of the basin is
impervious, a measure of that parameter—such as the basin’s percentage of
impervious drainage area—should be included in the regression analysis.
If lakes or marshes exist in the basins, it may also be necessary to include
the percent of drainage area occupied and controlled by lakes and marshes
as an independent parameter.

A multiple linear regression program will yield values of the coefficient of
determination, which provides a measure of the degree to which the
independent variables influence the value of the dependent variable. The
regression analysis should be started using all independent parameters and
then eliminating those with little influence on the value of the dependent
parameter. For basins where impervious areas are small enough to be
considered insignificant, the resulting equation for Tc or (Tc + R) may
have the form

T'C.-.(;'l(_g)q (8-9.1)

where C1 and C2 are constants determined in the regression. Ideally, the
value of the coefficient of determination will be equal to or greater than
0.9; a perfect correlation would yield a value of 1.

Caution: In actuality, the value of the coefficient of determination will often

range from 0.6 to 0.8. Different values of the regression constants will be
determined for each set of independent variables included in the regression.
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The hydrologic engineer should review the derived relarionships for
consistency and use the equation that yields the smallest value of standard
error of estimate and the largest value of the coefficient of determination.

Caution: Since R/(Tc + R) tends to be constant for a region, it may not be
statistically significant in a regression analysis. In that case, an average
value for the region should be computed from the regional results and used
for the analysis of the project basin. In either event, the selected values
should be justified.

Once the regression analysis has been completed, the values of Te, R, and
R/(Tc + R) can be computed for the project basin in terms of the computed
basin parameters identified as important in the regression analysis. All
parameters are then available for use in the Clark unit-hydrograph option
in HEC-1 and can be used to develop the inflow PMF hydrograph.

8-9.3 Empirical Coefficients for Synthetic Unit-Hydrograph Procedures

Failing to find applicable procedures or data to perform a regional analysis,
consideration should be given to using empirical coefficients for one of the existing
procedures. Empirical coefficients for computing a synthetic unit hydrograph are
often presented in technical literature as being applicable to basins described only in
general terms, such as rolling hills or coastal plains. These unit hydrographs are
often used to design minor civil works projects. However, synthetic unit hydrographs
and empirical equations for lag time and time to peak are not acceptable for use in
PMF-hydrograph computations, unless there is documented evidence of their
applicability, or proof that applicability can be developed. Such justification may
exist in the form of special regional studies.

In this chapter the Clark, Snyder, and SCS unit hydrographs are the only
ones recommended, but only because the HEC-1 program includes these
methods.

Other synthetic unit hydrographs may be available from other studies or
technical references and may be applicable to the project. If they are used,
full documentation must be provided and their use justified.

Always check and explain regional results by comparison to TR 55
calculated time of concentration [SCS 1986].

Most synthetic unit hydrographs have been developed for a particular storm
duration in keeping with unit-hydrograph theory. It will be necessary to
know the duration for any unit-hydrograph considered and to adjust that unit
hydrograph to fit the duration required for the basin being considered
(required duration must not be more than the lag time divided by 5).
Methods for making such adjustments, such as use of the S-Curve, are
covered in standard hydrology textbooks. The Snyder parameters employed
by HEC-1 are the "standard" lag, tp, and peaking coefficient, Cp. HEC-1
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8-9.3.1

8-9.3.2

sets the unit duration of a developed unit hydrograph equal to the
computation interval (A t) using equations based on the Snyder "standard”
parameters.

Snyder Unit Hydrograph

Many regional studies performed in the United States have concentrated on
computing coefficients for the Snyder unit hydrograph in terms of
measurable basin parameters. The equations used for the Snyder unit
hydrograph are [HEC 1990a]:

£, = Co(L * L )0 (8-9.2)
. o oy %p (8-9.3)

D
P (640 x A)

where: tp Time to peak measured from the onset of
precipitation excess (hours)

Length of the main watercourse (miles)

Length along the main watercourse measured
upstream to the point opposite the centroid of the
basin (miles)

Peak flow rate of the unit hydrograph (cfs)
Drainage area (square miles)

L
Leca

Qp
A

The coefficients Ct and Cp are strictly empirical values often recommended
as applicable to specific regions. Ct accounts for storage and slope of the
watershed, and Cp is a function of flood wave velocity and storage.

Caution: Snyder’s original development was performed for large basins in
the Appalachian region [Smyder 1938]. If information from detailed
regional studies give values of Ct and Cp in terms of definable parameters
for regional drainage basins, use of the Snyder equations may provide
satisfactory results. The acceptability of the Snyder method and parameters,
or any other method, must be documented and justified.

Clark Unit Hydrograph

The Clark unit hydrograph uses a time-area curve for the basin. Since the
unit hydrographs appear to be relatively insensitive to the shape of this
time-area curve unless the basin is one with little storage, the automatic
generalized curve in HEC-1 can be used. Values for Tc and R should be
estimated as described in Section 8-8. The calculated value of R/(Te + R)
should be fixed in HEC-1 for the development of the unit hydrograph.
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: Caution: The means of estimating Tc and R are by no means infallible; it

. is extremely important that the hydrologic engineer doing this estimation
have substantial experience so as to understand the hydrologic behavior of
the basin. Although analyrical techniques are indispensable when working
on ungaged basins, the judgment of the experienced hydrologic engineer is
of extreme importance. The values selected for Tc and R should be
Jjustified.

Snyder unit-hydrograph parameters may be entered in the HEC-1 program
if acceptable generalized values are available for the region. The Snyder
unit-hydrograph relationships define only the unit-hydrograph peak
discharge and the time to peak tp. Recommended widths of the unit
hydrograph at 50 percent and 75 percent of the peak flow can be computed
in terms of estimated values of Ct and Cp for the basin [COE 1946].
However, when using HEC-1, this is not required since the program
computes a Clark unit hydrograph by estimating Tc and R from the tp and
Cp values of the Snyder unit hydrograph.

Caution: Unless a regional study has been performed for the selection of
appropriate tp and Cp values as a function of definable basin
characteristics, their selection would be entirely judgmental based on the
hydrologic engineer’s personal impression of basin conditions—a procedure
which is not recommended. Selected values for t, and Cp should be

(,, . documented and justified.
8-9.4 SCS Dimensionless Unit Hydrograph

If applicable methods from regional studies .are not available, the SCS
unit-hydrograph method for ungaged sites—which is described fully in the
SCS National Engineering Handbook [SCS 1985]—may be used for basins with total
areas not exceeding 100 square miles. (This upper limit on total area size only
applies to ungaged sites.) However, subbasins should not exceed 20 square miles if
the SCS method is used. The only analytical requirement for application of this
method is estimation of the lag time for the basin. In HEC-1, the SCS dimensionless
unit hydrograph is fully defined by one parameter—the SCS lag time—and is assumed
equal to 0.6 Te.

Caution: Many empirical equations have been published for estimating Tc, but all are
subject to large uncertainties; the hydraulic method of calculating Tec, as
recommended in Section 8-8, should be used. The value, method, and equation
selected for computation of Tc must be justified and consistent with the respective
methodologies.

8-54 October, 1993

R AR AT R e N S T S NCR  T



/
.

(Q_'

APPLICATION OF REGIONALIZATION PROCEDURE
TO UNIT HYDROGRAPH PARAMETERS AND FREQUENCY STATISTICS

1. Application of Regionalization Procedure to Unit Hydrograph and Loss
Rate Parameters

a. Select study area.
(1) Should be large enough to have several gaged basins

(2) Gaged basins need not be in the same watershed as the
ungaged sites for which parameters are desired

(3) Area should be as nearly hydrologically and meteorologically
homogeneous as possible.

b. Derive unit hydrograph and loss rate parameters

(1) The Flood Hydrograph Package (HEC-1) computer program can
be used to develop the best parameters for historic floods.

(2) Derived results should be review for consistency and an
appropriate value adoped for each parameter for each basin.

c. Select basin variables for regression analysis

(1) Time of concentration (TC) and Clark's storage relation (R)
are interrelated; therefore, best to correlate TC + R

(2) Possible basin variables are drainage area (DA), slope (S);
and !engph (L). Vvarious investigators have proposed different
combinations of these: L/ vS (NAD), LL /#% (sPp), '

L MA/S (Linsley) , and there are otherSS

(3) Usually the logarithmic transformation is appropriate
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d.

e.

®

Make multiple regression analyses.

(1)

(2)

(3)

A graphical analysis could be used for one or two independent
variables.

Select the best equation with the fewest possible independent
variables.

The residuals can be obtained from most computer regression
packages.

Map the residuals

(1) Linear relations

(
(

(

a)
b)

c)

Residual is observed value minus computed.

Plot residuals at centroid of basin area and draw lines
of equal residual. :

Prediction equation becomes: Y = Cp + byXy + bpXp +

. « . + bpX, where: Cp is the map coefficient, note that
“a“ has been added to the residual to reduce the number
of constants.

(2) Logarithmic relations

H-40

(a)

(b)
(c)
(d)

Regression equation is log Y = a + b, 1log X 1t b2
log X gt b, log X, or tranlforms to

= i o b] . bZ . N bn
Y = antilog (a) Xl Xz T Xn

Residual is observed divided by computed ;

Plot residuals

Prediction equation becomes Y = C_° X?l 3 xgz GRS
m
D
* x°n
xn
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where C_ is map coefficient, note antilog (a) has been
nultipl@d by the ratio of observed to computed to reduce
tne number of constants.

f. Ratio of R/(TC + R)

If TC + R has been the parameter, an average R/(TC + R) may be
adopted or repeat steps C thur e.

g. Loss Rate Parameters
(1) HEC-1 loss rate coefficients ERAIN and RTIOL can generally
be assumed constant for a given study area; however, the
coefficients. STRKR AND DKTKR will vary with each storm event.
(2) STRKR and DLTKR can be generalized for synthetic events.

(3) Initial and constant loss rate values could be used, but
the optimum values cannot be automatically derived by HEC-1.

Application of Regionalization Procedure to Flood Frequency Relations
a. Select study area

Same criteria as in Sec 4a.
b. Process information

(1) Logarithmic transformation usually appropriate for annual
flood peaks

(2) The log Pearson Type III distribution requires, computation of
the mean, standard deviation, and the skew coefficient of
the logs. ‘

(3) The Regional Frequency Computation computer program facilitates
the required computations.

c. Select appropriate basin variables.
(1) The logarithmic transformation is usually appropriate
for the independent variables, elevation is an example of
of an exception.
(2) Do not transform the mean log or standard deviation.

(3) Regression techiques are not appropriate for the skew
coefficient (see Sec 5f)
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. d. Hake multiple regression analyses
Same comments as in Sec 4d.
e. Map the residuals
Same comments as in Sec 4e.
f. Regional skew values.

(1) If the area is sufficiently small, an adopted skew
coefficient may be reasonable. -

(2) For large areas, the individual frequency curves should be
screened for reasonable skew values. The values can then be
plotted on a map and lines of equal skew determined. Skew
coefficients for ungaged sites can be estimated from the map.
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Chapter 16
Ungaged Basin Analysis

16-1. General

a. Problem Definition. Earlier chapters of this manual describe various flood-runoff analysis
models. Some of the models are causal: They are based on the laws of thermodynamics and laws of
conservation of mass, momentum, and energy. The St. Venant equations described in chapter 9 are
an example. Other models are empirical: They represent only the numerical relationship of observed
output to observed input data. A linear regression model that relates runoff volume to rainfall depth is

an empirical model.

To use either a causal or empirical flood-runoff analysis model, the analyst must identify model
parameters for the catchment or channel in question. Section 7.3.e describes a method for finding
rainfall-runoff parameters for existing conditions in a gaged catchment. Through systematic search,
parameter values are found to yield computed runoff hydrographs that best match observed
hydrographs caused by observed rainfall. With these parameter values, runoff from other rainfall
events can be estimated with the model. A similar search can be conducted for routing model
parameters, given channel inflow and outfiow hydrographs.

Unfortunately, as Loague and Freeze (1985) point out, *...when it comes to models and data
sets, there is a surprisingly small intersecting set.* The rainfall and runoff data necessary to search for
the existing-condition calibration parameters often are not available. Streamflow data may be missing,
rainfall data may be sparse, or the available data may be unreliable. Furthermore, for USACE civil-
works project evaluation, runoff estimates are required for the forecasted future and for with-project
conditions. Rainfall and runoff data never are available for these conditions. In the absence of data
required for parameter estimation, for either existing or future conditions, the stream and contributing
catchment are declared ungaged. This chapter presents alternatives for parameter estimation for
such catchments.

b. Summary of Solutions. To estimate runoff from an ungaged catchment, for existing or
forecasted-future conditions, the analyst can

1. Use a model that includes only parameters that can be observed or inferred from
measurements;

2 Extrapolate parameters from parameters found for gaged catchments within the same
region.

In practice, some combination of these solutions typically is employed, because most models include
both physically-based and calibration parameters.

c. Using Models With Physically-Based Parameters. Model parameters may be classified as
physically-based parameters or as calibration parameters. Physically-based parameters are those that
can be observed or estimated directly from measurements of catchment or channei characteristics.
Calibration parameters, on the other hand, are lumped, single-valued parameters that have no direct

. physical significance. They must be estimated from rainfall and runoff data.

If data necessary for estimating the calibration parameters are not available, one solution is to
use a flood-runoff analysis model that has only physically-based parameters. For example, the
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parameters of the Muskingum-Cunge routing model described in section 9.3.e are channel geometry,
reach length, roughness coefficient, and slope. These parameters may be estimated with topographic
maps, field surveys, photographs, and site visits. Therefore, that model may be used for analysis of
an ungaged catchment.

d. Extrapolating Calibration Parameters. If the necessary rainfall or runoff data are not
available to estimate calibration parameters using a search procedure such as that described in
Section 7.3.e, the parameters may be estimated indirectly through extrapolation of gaged-catchment
results. This extrapolation is accomplished by developing equations that predict the calibration
parameters for the gaged catchments as a function of measurable catchment characteristics. The
assumption is that the resutting predictive equations apply for catchments other than those from which

data are drawn for development of the equations.

The steps in developing predictive relationships for calibration parameters for a rainfall-runoff
model are as follows:

(1). Collect rainfall and discharge data for gaged catchments in the region. The catchments
selected should have hydrological characteristics similar to the ungaged catchment of interest. For
example, the gaged and ungaged catchments should have similar geomorphological and
topographical characteristics. They should have similar land use, vegetative cover, and agricuttural
practices. The catchments should be of similar size. Rainfall distribution and magnitude and factors
affecting rainfall losses should be similar. If possible, data should be collected for several flood
events. These rainfall and discharge data should represent, if possible, events consistent with the
intended use of the model of the ungaged catchment. If the rainfall-runoff model will be used to
predict runoff from large design storms, data from large historical storms should be used to estimate

the calibration parameters.

(2). For each gaged catchment individually, use the data to estimate the calibration parameters
for the selected rainfall-runoff model. The procedure is described in chapter 7, and guidelines for
application of the procedure are presented in chapter 13 of this document.

(3). Select and measure or estimate physiographic characteristics of the gaged catchments to
which the rainfall-runoff model parameters may be related. Table 16-1 lists candidate catchment
characteristics. Some of these characteristics, such as the catchment area, are directly measured.
Others, such as the Horton ratios, are computed from measured characteristics.

(4). Develop predictive equations that relate the calibration parameters found in step 2 with
characteristics measured or estimated in step 3. In a simple case, the results of steps 2 and 3 may be
plotted, with the ordinate a rainfall-runoff model parameter and the abscissa a catchment
characteristic selected in step 3. Each point of the plot will represent the value of the parameter and
the selected characteristic for one gaged catchment. With such a plot, a relationship can be *fitted
by eye* and sketched on the plot. Regression analysis is an altemative to the subjective graphical
approach to defining a predictive relationship. Regression procedures determine numerically the
optimal predictive equation. Details of regression analysis are presented in EM 1110-2-1415 and in
most statistics texts, including those by Haan (1977) and McCuen and Snyder (1986).

To apply a parameter-predictive equation for an ungaged catchment, the independent
variables in the equation are measured or estimated for the ungaged catchment. Solution of the
equation with these values yields the desired flood runoff model parameter. This parameter is used
with the same model to predict runoff from the ungaged catchment.
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TABLE 16.1
Catchment Characteristics for Regression Models

Total catchment area
Area below lowest detention storage

Stream length
Steam length to catchment centroid

Average catchment slope

Average conveyance slope

Conveyance slope measured at 10% and 85% of stream length (from mouth)
Height differential

Elevation of catchment centroid

Average of elevation of points at 10% and 85% of stream length

Permeability of soil profile
Soil-moisture capacity average over soil profile
Hydrologic soil group

Population density

Street density

Impervious area

Directly-connected impervious area
Area drained by storm sewer system
Land use

Detention storage

Rainfall depth for specified frequency, duration
Rainfall intensity for specified frequency, duration

Horton's ratios (Horton, 1945)
Drainage density (Smart, 1972)
Length of overiand flow (Smart, 1972)

16-2. Loss-Model Parameter Estimates

a. Options. Two of the rainfall loss models described in chapter 6 of this document are
particularty useful for ungaged catchment analysis: the Green-Ampt model and the Soil Conservation
Service (SCS) model. The Green-Ampt model is a causal model with quasi-physically-based
parameters. The SCS loss model is an empirical model with parameters that have been related to

catchment characteristics.

Other loss models may be used if parameter-predictive equations are developed from gaged
catchment data.
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b. Physically-Based Parameter Estimates for Green-Ampt Model. The Green-Ampt model is
derived from Darcy’s law for flow in porous media. The model predicts infittration as a function of time
with three parameters: volumetric moisture deficit, wetting-front suction, and hydraulic conductivity. In
application, an initial loss may be included to represent interception and depression storage.
Additional details of the Green-Ampt model are presented in chapter €.

Brakensiek and Onstad (1977), McCuen et al. (1981), and Rawts, et al. (1982, 1983, 1985)
propose relationships of the Green-Ampt model parameters to observable catchment characteristics,
thus permitting application of the model to an ungaged catchment. The relationships define model
parameters as a function of soil texture class. Texture class, in tum, ts a function of soil particle size
distribution. This distribution can be estimated from a sample of catchment soil. For example, a soil
that is 80% sand, 5% clay, and 10% silt is classified as a loamy sand. For this texture class, Rawls, et
al. (1982) suggest that the average saturated hydraulic conductivity is 6.11 cm/hr. The other
parameters can be estimated similarly from the soil sample.

c. Predictive Equations for SCS Model Parameters. The SCS loss model, described in detail
in chapter 6, is an empirical model with two parameters: initial abstraction and maximum watershed
retention (maximum loss). Often both parameters are related to a singie parameter, the curve number
(CN). Using data from gaged catchments in the U.S, the SCS developed a tabular relationship that
predicts CN as a function of catchment soil type, land use/ground cover, and antecedent moisture.

Table 16.2 is an excerpt from this table (USDA, 1986).

To apply the SCS loss model to an ungaged catchment, the analyst determines soil type from
a catchment soil survey. For many locations in the U.S., the SCS has conducted such surveys and
published soil maps. The analyst determines existing-condition land use/ground cover from on-site
inspection or through remote sensing. In the case of forecasted future condition, the land use/ground
cover may be determined from development plans. The analyst selects an appropriate antecedent
moisture condition for catchment conditions to be modeled (wet, dry, or average). With these three
catchment characteristics estimated, the tabular relationship may be used to estimate CN. For
example, for a residential catchment with 2-acre lots on hydrologic soi group C, the curve number
found in Table 16.2 for average antecedent moisture is 77. With this curve number, the initial
abstraction and maximum watershed retention can be estimated, and the loss from any storm can be

predicted.

Publications from the SCS provide additional details for estimaing the curve number for more
complex cases.

16-3. Runoff-Model Parameter Estimates

a. Options. Chapter 7 presents a variety of models for estimzzng runoff due to excess
rainfall. For an ungaged catchment, the analyst may use:

1. The kinematic-wave model;

2. A UH model with physically-based parameters; or
3. A UH model with predictive equations for the calibration parameters.
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TABLE 16.2
Excerpt from SCS Curve Number Relationship
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b. Physically-Based Parameter Estimates for Kinematic Wave Model. The kinematic-wave
model described in chapter 7 is particularty well suited to analysis of an ungaged urban catchment.
This causal model, which is described in further detail in HEC documents (USACE, 1979, 1982, 1990),
represents the catchment rainfall-runoff process by solving theoretical equations for flow over planes.
Catchment runoff is estimated by accumulating the flow from many such planes.

Application of the model requires identification of the following parameters: catchment area,
flow length, slope, and overland-flow roughness factor. The area, length, and slope are physically-
based and are estimated for existing catchment conditions from maps, photographs, or inspection.
For forecasted-future condition, these parameters are forecasted from development plans. The
overiand-flow roughness factor is a quasi-physically-based parameter that describes resistance to flow
as a function of surface characteristics. Published relationships, based on hydraulic experimentation,
are used to select this coefficient for existing or forecasted conditions. Thus all parameters of the
kinematic wave model can be estimated without gaged data.

c. Physically-Based Parameter Estimates for Clark’'s IUH and SCS UH. Parameters of Clark’s
and the SCS empirical UH models have a strong link to the physical processes and thus can be
estimated from observation or measurement of catchment characteristics. Clark’s IUH accounts for
translation and attenuation of overland and channel flow. Translation is described with the time-
discharge histogram. To develop this histogram, the time of concentration is estimated and
contributing areas are measured. Likewise, the SCS UH hydrograph peak and time to peak are
estimated as a function of the time of concentration.

The time of concentration, t,, can be estimated for an ungaged catchment with principles of
hydraulics. The Soil Conservation Service (SCS) suggests that t_ is the sum of travel times for all
consecutive components of the drainage conveyance system (U.S. Dept. of Agriculture, 1986). That
is,

to=t +t + .ty (16.1)

in which t; = travel time for component i: and m = number of components. Each component is
categorized by the type of flow. In the headwaters of streams, the flow is sheet flow across a plane.
Sheet-flow travel time is estimated via solution of the kinematic-wave equations. The SCS suggests a
simplified solution. When flow from several planes combines, the result is shallow concentrated flow.
The travel time for shallow concentrated flow is estimated with an open-channel flow model, such as
Manning's equation. Shallow concentrated flow ultimately enters a channel. The travel time for
channel flow is estimated also with Manning's equation or an equivalent model.

d. Predictive Equations for UH Calibration Parameters. The procedure described in section
16.1.d can be used to develop predictive equations for UH model calibration parameters for ungaged
catchments. For example, Snyder (1938) related unit hydrograph lag, t,, to a catchment shape factor
using the following equation:

S A B (162)

in which b= basin lag, hr; C, = predictive-equation parameter, L = length of main stream, mi; L, =
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length from outlet to point on stream nearest centroid of catchment, mi. T
he value of C, is found via linear regression analysis with data from gaged catchments.

A wide variety of predictive equations for UH model calibration parameters have been
developed by analysts. Table 16.3 shows example equations for Snyder's and Clark's UH parameters.
In general, these equations should not be used in regions other than those for which they were
developed. If they are, the analyst must be especially cautious. He or she should review derivation of
the equations. Conditions under which the equations were derived should be examined and
compared with conditions of the catchments of interest.

TABLE 16.3
Example UH ParameterPrediction Equations

Equation Reference

G = 7B SSTS Wright-McLaughlin
Engineers (1969)

C, = 0.89 C.045 Wright-McLaughlin
Engineers (1969)

R=cT, Russell, Kenning,
Sunnell (1979)

T./R = 1.46 - 0.0867 LY/A Sabol (1988)

T, = 8.29 (1.00 + )28 (A/5)%2%® USACE (1982)

Note: In the above equations, C, = calibration coefficient for Snyder's UH (see Section 7.3.c); Cp =
calibration coefficient for Snyder's UH (see Section 7.3.c); T, = time of concentration, hr; R = Clark's
IUH storage coefficient, hr; | = impervious area, %; L = length of channel/ditch from headwater to
outlet, mi; S = average watershed slope, ft/ft; c = calibration parameter, for forested catchments = 8-
12, for rural catchments = 1.5-2.8, and for developed catchments = 1.1-2.1; A = catchment area, sq

mi.
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16-4. Routing-Model Parameter Estimates

a. Candidate Models. The routing models described in chapter 9 account for flood flow in
channels. Of the models presented, the Muskingum-Cunge, modified Puls, and kinematic-wave are
most easily applied in ungaged catchments. Parameters of each of these models are quasi-physically

based and can be estimated from channel characteristics.

b. Physically-Based Parameter Estimates for Modified Puls Routing Model. The modified Puls
(level-pool) routing model is described in detail in sections 9.3.a and 9.3.b. The parameters of this
model, as it is applied to a river channel, include the channel storage v. outflow relationship and the
number of steps (subreaches). The former is considered a physically-based parameter, while the

latter is a calibration parameter.

For an ungaged catchment, the channel storage v. outflow relationship can be developed with
normal depth calculations or steady-flow profile computations. In either case, channel cross sections
are required. These may be measured in the field, or they may be determined from previous mapping
or aerial photography. Both procedures require also estimates of the channel roughness. Again, this
may be estimated from field inspection or from photographs. With principles of hydraulics, water-
surface elevations are estimated for selected discharges. From the elevations, the storage volume is
estimated with solid geometry. Repetition yields the necessary storage v. outflow relationship. These
computations can be accomplished conveniently with a water-surface profile computer program, such

as HEC-2 (USACE, 1990).

The second parameter, the number of steps, is, in fact, a calibration parameter. Section 9.3.b
suggests estimating the number of steps as channel reach length / velocity of the flood wave / time
interval (see Eq. 9.13). Strelkoff (1980) suggests that if the fiow is controlled heavily from downstream,
one step should be used. For locally-controlled flow typical of steeper channels, he suggests the
more steps, the better. He reports that in numerical experiments with such a channel, the best peak

reproduction was observed with:

S
NSTPS =2 L T" (16.3)

(<]

in which NSTPS = number of steps; L = entire reach length, in mi; S, = bottom slope, in ft/mi; and Y,
= baseflow normal depth, in ft. So, for example, for a 12.4 mi reach with slope 2.4 ft/mi and Y, = 4 ft,
the number of steps would be estimated as 15.

c. Physically-Based Parameter Estimates for Kinematic Wave Model. The physical basis of the
kinematic-wave model parameters makes that model useful for some ungaged channels. In particular,
if the channels are steep, well-defined channels, with insignificant backwater effects, the kinematic-
wave model works well. These limitations are met most frequently in channels in urban catchments.

The parameters of the kinematic-wave channel routing model include the channel geometry
and channel roughness factor. The necessary channel geometry parameters include channel cross
section and slope data. As these are physically-based, they may be estimated for existing conditions
from topographic maps or field survey. For modified channel conditions, the geometry data are
specified by the proposed design. The roughness generalty is expressed in terms of Manning's n.
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This is a quasi-physically-based parameter that describes resistance to flow as a function of surface
characteristics. Published relationships predict this coefficient for existing or modified conditions.

d. Physically-Based Parameter Estimates for Muskingum-Cunge Model. If the channel of
interest is not a steep, well-defined channel, as required for application of the kinematic-wave channel
routing model, a diffusion model may be used instead. In the case of an ungaged channel, the
Muskingum-Cunge model is a convenient choice, as the parameters are physically-based.

Parameters of the Muskingum-Cunge channel routing model include the channel geometry
and channel roughness factor. The necessary channel geometry parameters include channel cross
section and slope data, which may be estimated for existing conditions from topographic maps or field
survey. For modified channel conditions, the geometry data are specified by the proposed design.
The roughness is expressed in terms of Manning's n.

16-5. Statistical-Model Parameter Estimates

In some hydrologic-engineering studies, the goal is limited to definition of discharge-frequency
relationships. EM 1110-2-1415 describes procedures for USACE flood-frequency studies. Chapter 12
of this document summarizes those procedures and describes the statistical models used. All the

models described are empirical. Observed data are necessary for calibration. Consequently, these
statistical models cannot be applied directly to an ungaged catchment.

Options available to the analyst requiring frequency estimates for an ungaged stream include
1. Develop frequency-distribution parameter predictive equations; or

2. Develop distribution quantile predictive equations.

a. Parameter Predictive Equations. The log-Pearson type lll distribution (model) is used for
USACE annual maximum discharge frequency studies. As described in chapter 12, this model has
three parameters. These are estimated from the mean, standard deviation, and skew coefficient of the

logarithms of observed peak discharges.

In the absence of flow data, regional frequency analysis procedures described in section
12.5.c may be applied to develop distribution parameter predictive equations. As with the equations
for rainfall-runoff model parameters, these equations relate model parameters to catchment
characteristics. For example, for the Shellpot creek catchment, Delaware, the following predictive

equation was developed (USACE, 1982):

S =0311 -005log A (16.4)

in which S = standard deviation of logarithms; and A = catchment drainage area, in sq mi. With
similar equations, other parameters can be estimated.

To apply a distribution parameter-predictive equation for an ungaged catchment, the

independent variables in the equation are measured or estimated for the ungaged catchment.
Solution of the equation with these values yields the desired statistical distribution parameter. The
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frequency curve is then computed as described in EM 1110-2-1415 and chapter 12.

c. Quantile Predictive Equations. The frequency distribution quantiles for an ungaged
catchment also may be defined with predictive equations. Such a predictive equation is developed by
defining the frequency distributions for streams with gaged data, identifying from the distributions
specified quantiles, and using regression analysis procedures to derive a predictive equation. For
example, for the Red Lion creek catchment, Delaware, the following quantile predictive equation was
developed (USACE, 1982):

Qq00 = 1040 A%¥' (16.5)

in which Q,, = 100-year (0.01 probability) discharge.

16-6. Reliability of Estimates

The reliability of a runoff estimate made for an ungaged catchment is a function of the
following:

1. The reliability of the flood-runoff model.
2. The form of and coefficients found for the predictive equations;

3. The talents and experience of the analyst.

a. Model Reliability. Linsley (1986) relates the resutts of a 1981 pilot test by the Hydrology
Committee of the U.S. Water Resources Council that found that all runoff models tested were subject
to very large errors and exhibited a pronounced bias to overestimate. He shows that errors of plus or
minus 10% in estimating discharge for a desired 100-year (0.01 probability) event may, in fact, yield an
event as small as a 30-year event or as large as a 190-year event for design. Lettenmaier (1984)
categorizes the sources of error as model error, input error, and parameter error. Model error is the
inability of a model to predict runoff accurately, even given the correct parameters and input. Input
error is the resutt of error in specifying rainfall for predicting runoff, or in specifying rainfall and runoff
for estimating the model parameters. This input error may be due to measurement errors or timing
errors. Parameter error is the result of inability to measure property physically-based parameters or to
estimate properly calibration parameters. The net impact of these errors is impossible to quantify.
They are identified here only to indicate sources of uncertainty in discharge prediction.

b. Predictive Equation Reliability. Predictive equations are subject to the same errors as runoff
models. The form of and parameters of the equations are not known and must be found by trial and
error. The sample size upon which the decision must be based is very small by statistical standards,
because data are available for relatively few gaged catchments. Overton and Meadows (1976) go so
far as to suggest that the reliability of a regionalized model can always be improved by incorporating a
larger data base into the analysis. Predictive equations are subject also to input error. Many of the
catchment characteristics used in predictive equations have considerable uncertainty in their
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measured values. For example, the accuracy of stream length and slope estimates are a function of
map scale (Pilgrim, 1986). Furthermore, many of the characteristics are strongly correlated, thus
increasing the risk of invalid and illogical relationships.

c. Role of Hydrologic Engineer. Loague and Freeze (1985) suggest that hydrologic modeling
is more an art than a science. Consequently the usefulness of the results depends in large measure
on the talents and experience of the hydrologic engineer and her or his understanding of the
mathematical nuances of a particular model and the hydrologic nuances of a particular catchment.
This is especially true in estimation of runoff from an ungaged catchment. The hydrologic engineer
must exercise wisdom in selecting data for gaged catchments, in estimating flood-runoff mode!
parameters for these catchments, in establishing predictive relationships, and finally, in applying the

relationships.
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SIMULATION OF FLOOD HYDROGRAPHS FOR GEORGIA STREAMS
By E. J. Inman and J. T. Armbruster
ABSTRACT

Flood hydrographs are needed for the design of many highway drainage
structures and emnbankments. A method for simulating these flood hydrographs
at urban and rural ungaged sites in Georgia 1is presented in this report.

The 0'Donnell method was used to compute unit hvdrographs from 355 flood
events from 80 stations. An average unit hydrograph and an average lagtime
were computed for each station. These average unit hydrographs were trans-
formed to unit hvdrographs having durations of one-fourth, one-third, one-
half, and three-fourths lagtime, then reduced to dimensionless terms by divid-
ing the time by lagtime and the discharge by peak discharge. Hydrographs were
simulated for these 355 flood events and their widths were compared with the
widths of the observed hydrographs at 50 and 75 percent of peak flow. The
dimensionless hvdrograph based on one-half-lagtime duration provided the
best fit of the observed data.

Multiple-regression analysis was used to define relations between lag-
time and certain physical basin characteristics, of which drainage area and
slope were significant for the rural eauations, with impervious area being
added for the Atlanta urban equation.

A hydrogrash can be simulated from the dimensionless hydrograph, peak
discharge of a svecific recurrence interval, and lagtime obtained from re-
gression equations for any site of less than 500 mi2 in Georgia.

For simulating hydrographs at sites larger than 500 miz, the U.S. Geo-
logical Survey ccaputer model CONROUT, can be used. CONROUT produces a simu-—
lated outflow discharge hydrograph with a peak discharge of a specific
recurrence intervzl. The diffusion analogy routing method with single

linearization was used in this study.
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INTRODUCT ION
The design of many highway drainage structures and embankments requires

an evaluation of the flood-related risk to the structures and to the

surrounding propertv. Risk analyses of alternate designs are necessary to

determine the design with the least total expected cost. In order to fully

evaluate these risks, a runoff hydrograph with a peak discharge of specific
recurrence interval may be necessary to estimate the length of time of
inundation of specific features, for example, roads and bridges. For ungaged

streams, this information is difficult to obtain; therefore, there is a need
for a method based on Georgia hydrologic data to estimate the flood

hydrograph associated with a design discharge. The objective of this study

was to define techniques for simulating flood hydrographs for specific design
discharges at ungaged sites in Georgia. The scope of this study was

statewide for rural basins, and the Atlanta metropolitan area for urban

basins up to 25 miZ.

HYDROGRAPH SIMULATION PROCEDURE
Several traditional methods for simulating a hydrograph for a flood of
selected recurrence interval at an ungaged watershed were considered for
this study. However, a new procedure based on observed streamflow data
was developed for this study and is presented in this section.

Basins less than 500 saquare miles

A dimensionless hydrograph was developed for use in basins up to 500
mi2. Peak discharge of a selected recurrence interval and lagtime are neces-—

sary parameters to convert the dimensionless hydrograoh to a simulated

hydrograph for a given basin. Price (;) presents a technique for estimating
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the peak discharge of a selected recurrence interval for rural streams in
Georgia. Inman (g) presents a technique for estimating the peak discharge

of a selected recurrence interval for basins less than 25 mi2 in the Atlanta
urban area. Lagtime-—estimating equations were developed for Georgia streams
as part of the present study and will be presented in a later section.

The dimensionless hvdrograph was developed from observed flood hydro-
graphs. Using data from 80 basins having drainage areas less than 20 miz,
the method is as follows:

(1) Compute a unit hydrograph and lagtice for three to five storms for
each of the 80 gaging stations. All unit hydrographs should be for
the same time interval (duration) at a station. Lagtime is computed
as the time at the centroid of the unit hydrograph minus one-half
the time of the computation interval (duration). The unit
hydrograph computation method is by 0'Donnell (3).

(2) Eliminate the unit hydrographs with inconsistent shapes and compute
additional unit hydrographs if needed.

(3) Compute an average unit hydrograph for each station by aligning the
peaks and averaging each ordinate of discharge for the final selec-
tion of unit hydrographs. The correct timing of the average unit
hydrograph is obtained by averaging the time of the center of mass
of the individual unit hydrographs and plotting the average center
of mass at this average time. The time of the center of mass of the
discharge hydrograph is obtained by adding one-half tﬂe unit

hydrograph computation interval (durztion) to that hydrograph's

lagtime.
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(4) Transform the average unit hydrographs computed in step 3 to hydro-
graphs having durations of one-fourth, one-third, one-half, and
three-fourths lagtime. These durations must be to the nearest mul-
tiple of the original duration (computation interval). These
transformed unit hvdrographs will have durations of 2-times, 3—
times, 4-times, and 6-times the duration of the original unit hydro-
graph. The transformation of a short duration unit hvdrograph to a
long duration unit hvdrograph (for instance, a 5-minute duration to
a 20-minute duration) can be accomplished through the use of the
following equations:

D/at EQUAT ION

2 TUHD(t)=1/2[TUH(t)+TUH(t-1)] (1)

3 TUHD(t)=1/3([TUH(t)+TUH(t-1)+TUH(t-2)] (2)

4  TUHD(t)=1/4[TUH(t)+TUH(t-1)+TUH(t-2)+ TUH(t-3)] (3

n  TUHD(t)=1/n[TUH(t)+TUH(t-1) ... TUH(t-n+l)], ' (4)
where At = computation interval, (the original unit hydrograph has an actual

and

duration equal to At),

D = design duration of the unit hydrograph, (this must be a multiple

of At),

TUHD(t) = ordinates of the desired unit hydrograph at time ¢,

TUH(t), TUH(t-1), etc. = ordinates of the original unit hydrograph
at times t, t-1, t-2, etc.

Duration may be thought of as actual duration or design duration, so

a distinction must be made between the two. Actual duration which

is highly variable mav be defined as the time during which precipi-
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tation falls at a rate greater than the existing infiltration capac-
ity. It 1is the actual time during which rainfall excess is occurring.

Design duration is that duration which is most convenient for use on

any particular basin. The design duration is that for which the

unit hydrograph is computed. For this report, design duration is ex-

pressed as a fractional part of lagtime, such as one-fourth, one-
third, one—half, an three-fourths lagtime. It is later shown that
the design duration of one-half lagtime provides the best fit of
observed data.

Reduce the one-fourth, one-third, one—half, and three-fourths lagtime
hydrographs to dimensionless terms by dividing the time by lagtime
and the discharge by peak discharge.

For Hydrologic Regions 1, 2, and 3, as defined by Price (;) and the
Atlanta urban area as reported by Inman (g), compute an average
dimensionless hydrograph by using the dimensionless hydrographs at

the stations within that area or region. The hydrographs were

computed by aligning the peaks and averaging each ordinate of

the discharge ratio, Q/Qp-

Steps 1 through 5 were done for all stations having data in the U.S.

Geological Survey WATSTORE unit-values file, which had hydrographs plotted

from earlier studies. A total of 355 unit hydrographs from 80 stationms,

including 19 Atlanta urban sites, were used to develop the one-fourth, one-

third, one-half, and three—fourths lagtime duration dimensionless hydrographs.

A statistical analysis to select the hest fitting design duration was done bv

comparing the widths of hydrographs estimated (or computed) from the one-

fourth, one-third, one-half, and three-fourths lagtime duration dimensionless
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hydrographs from each region or area with the observed hydrograph widths from

their respective regions or area. The one—half-lagtime duration was the best

fit of width at 50 percent of peak flow and at 75 percent of peak flow.
Figure 1 illustrates plots of the one-half-lagtime duration dimensionless
hvdrograph for Regions 1, 2, and 3, and for the Atlanta urbhan area. Rased on
these plots, one dimensionless hvdrograph was selected for both rural and
urban conditions for the entire State as shown in figure 2 and table 1.

Another statistical analysis to test the accuracv of the dimensionless
hydrograph application techniaque was done by comparing the simulated hydrograph
widths at 50 and 75 percent of peak flow from simulated hydrographs using the
statewide one-half lagtime duration dimensionless hydrograph with the 355
observed hydrographs. Figure 3 illustrates one example of this comparison.
The results were: The 50 percent of peak-flow width comparison had a standard
error of estimate of + 31.8 percent and the 75-percent comparison had a
standard error of estimate of + 35.9 percent. The standard error of estimate
of the width comparisons is based on mean-square difference between observed
and simulated widths. Based on verification and bias testing, which are
presented in a later section, this dimensionless hydrograph can be used for
flood-hydrograph simulation for ungaged bhasins up to 500 mi2. Steps 3 through
6 of the dimensionless hydrograph development and the statistical analyses

were programmed for computer use by S. E. Ryan (U.S. Geological Survey,

written commun., 1985).

Basins Greater Than 500 Sauare Miles

The method for simulating a hydrograph at basins greater than 500 m12

uses the U.S. Geological Survey computer model, CONROUT. The model routes
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streamflow from an upstream channel location to a user—defined location
downstream. CONROUT is described in detail by Doyle and others (4).
CONROUT provides the user with two methods of routing: diffusion analogy

and storage-continuity. The diffusion analogy method with single lineariza-

tion as recommended by Keefer (5), was used in this study.

TESTING OF DIMENSIONLESS HYDROGRAPHS
Four tests are generally required to establish the soundness of models.

The first test is the standard error of estimate which has been explained and

presented in prior sections of this report. The other tests are for verifica-

tion, bias, and sensitivity.

Verification

| For verification, the dimensionless hydrograph was applied to other hy-
drographs not used in its development. This test included the use of 138
flood events from 37 stations having drainage areas of 20-500 miZ located
throughout the State. The average station lagtime and peak discharge for

each flood event were used to simulate a theoretical flood hydrograph, which

was compared to the observed hydrograph. At the 50 and 75 percent of peak

flow widths the standard errors of estimate were + 39.5 percent and * 43.6

percent, respectively. Figure 4 illustrates an example of this comparison.

An additional verification, or test, of the entire simulation procedure
was conducted on the highest peaks (simple or compound) having unit values
available in the Georgia District and a station flood—-freauencv curve.
Thirtv-one stations having drainage areas of 20-500 mil were tested as fol-
lows. The recurrence interval of this observed peak discharge (0), was deter-

mined from the station-frequency curve. The appropriate regional frequency
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equation from Price (i) was used to compute the corresponding peak discharge
for this recurrence inzerval. The lagtime (TL) for this station was computed

from the appropriate regional lagtime equation. The regression Q and regres-

sion Ty were then used o simulate a flood hydrograph. A comparison of the

simulatea and observed nydrograph widths at 50 and 75 percent of peak flow

ylelded standard errors of estimate of + 51.7 percent and *+ 57.1 percent,

respectively. Figure 3 illustrates an example of this comparison.
Bias

Two tests for bias were conducted, one for simulated versus observed

hydrograph width, and the other for geographical bias. The width-bias test

was performed on the wiiths at 50 percent and 75 percent of peak flow at the

31 stations used in the additional verification step. As explained earlier,

these were the highest zvailable floods at these stations. The average
recurrence interval was about 30 years. The mean error,.;, indicated that

there was a positive error (simulated greater than observed) in the hydrograph

widths at 50 percent of peak flow and a negative error (observed greater than

simulated) in the hydrograph widths at 75 percent of peak flow. Also, there

was a negative error (estimated less than observed) in the comparison of peak
Q froo regional regression equations and peak Q from station frequency curves.
However, the students t-:est indicated that these errors are not statistically

significant at the 0.0l l=vel of significance, and therefore, the simulated

hydrograph widths are nor biased.

The test for geogrzphical bias was done by comparing the widths at 50
percent and 75 percent of the ratio, Q/Qp, of the dimensionless hydrographs
simulated for Regions 1, 2, and 3 as defined by Price (1), and shown in
figure 6, and for the Atlzata metropolitan area with the widths of the state-

wide dimensionless hydrogrzph. Figure 1 illustrates these four dimensionless
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hydrographs. There was no significant bias. In fact, the mean error, x,

was very small in both the 50 percent and the 75 percent test, which further
confirmed the decision to use one dimensionless hydrograph statewide for
basins up to 500 miZ.
Sensitivity
The fourth test was to analyze the sensitivity of the simulated hydrograph

widths to errors in the two independent variables (Q and Ty ) that are used to

simulate the hydrograph. This test was done by holding one variable constant

and varying the other by + 10 percent, and + 20 percent at the hydrograph
widths corresponding to 50 percent and 75 percent of peak flow. When peak Q

was varied, the test results indicated that the hydrograph width did not
change at 50 percent or 75 percent of that varied peak Q. When lagtime was

varied, the test results indicated that the hydrograph width varied by the

same percentage.

REGRESSION ANALYSIS OF LAGTIME

So that lagtime could be estimated for ungaged sites, the average sta-
tion lagtimes obtained from the stations used in the dimensionless hydrograph
development were related to their basin characteristics. This was done by
the linear, multiple-regression method described by Riggs (6). Lagtimes were
computed for each flood event with the same program that computed the t-hour
unit hydrographs. These storm-event lagtimes were then averaged to compute
an average station lagtime, which was in turn used in the regression analyses.

Lagtime is generally considered to be constant for a basin and is defined by

Stricker and Sauer (Z) as the time from the centroid of rainfall excess to

the centroid of the runoff hydrograph. Lagtimz for the 19 Atlanta urban
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stations was analyzed separately, owing to the effect of urbanization on
lagtime.
The regression equations provide a mathematical relation between the
charac-

dependent variable (lagtime) and the independent variables (the basin

teristics found to be statistically significant). All variables were trans-—

formed into logarithms before analysis to: (1) obtain a linear regression

model, and (2) achieve equal variance about the regression line throughout
the range. In the analyses performed, a 95-percent confidence limit was
specified to select the significant independent variables.

The independent variables, or physical basin characteristics, are defined
in the following paragraphs.

Lagtime (T;).—-The elapsed time, in hours, from the centroid of rainfall
excess to the centroid of the resultant runoff hydrograph. Lagtime is compu-=

ted from the unit hydrograph.

Drainage area (A).——Area of the basin, in square miles, planimetered

from U.S. Geological Survey 7 1/2-minute topographic maps. Basin boundaries

were all field checked.

Channel slope (S).--The main channel slope, in feet per mile, as deter-

mined from topographic maps. The main channel slope was computed as the
difference in elevation, in feet, at the 10- and 85-percent points divided by

the length, in miles, between the two points.

Channel length (L).—-The length of the main channel, in miles, as mea-=

sured from the gaging station upstream along the channel to the basin divide.

L/S0.5,—-A ratio, where L and S have heen previously defined.
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Measured total impervious area (IA).--The percentage of drainage area

that is impervious to infiltration of rainfall. This parameter was deter-

mined by a grid-overlay method using aerial photography. According to Coch-

ran (8) a minimum of 200 points, or grid intersections, per area or subbasin

will provide a confidence level of 0.10. Three counts of at least 200 points

per subbasin were obtained and the results averaged for the final value of

measured total impervious area. On several of the larger basins where some

development occurred during the period of data collection, this parameter was
determined from aerial photographs made in 1972 (near the beginning of data
collection), and then averaged with the values obtained from aerial photo-

graphs made in 1978 (near the end of data collection).

Measured effective impervious area (MEIA).——The percentage of impervious

area which is directly connected to the channel drainage system. Noneffec-

tive impervious area, such as house rooftops that drain onto a lawn, are sub-
tracted from this total. This parameter was obtained in conjunction with

measured total impervious area. When the minimum of 200 points were counted,

three totals per subbasin were obtained. The first total was pervious points,
the second definite impervious points such as streets and parking lots, and
the third rooftops. One building out of three was field checked to determine
the percentage of effective impervious area of its roof and gutter system.

An average percent effective impervious area was determined for the buildings
field checked in the subbasin, and this factor was multiplied by the total
number of building points. The resulting product was added to the definite
impervious points, and this total of effective impervious area points was

divided by the total number of points counted in the subbasins to determine

the MEIA percentage.
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Regionalization

The initial regression run utilized data from 91 rural stations, of less

than 500 miz, located throughout the State. A geographical bias was detected.

The area north of the Fall Line, consisting of Regions 1 and 2 as defined by
Price (1), and shown in figure 6, tended to overpredict lagtime, whereas, the
area south of the Fall Line, consisting of Regions 3, 4, and S as defined by
Price (l), and shown in figure 6, tended to underpredict lagtime.

The next step was to make separate regression runs for each of the five
regions. Region 1 had no equations with two or more variables significant at

the 95-percent confidence limit. The standard error of estimate of the

regression using only one variable ranged from 43 to 51 percent. Such large

standard errors are not desirable. Region 2, also, had no equations with

two or more variables significant at the 95-percent confidence limit. The
standard error of estimate of the regression using only one variable ranged
from 34 to 37 percent, with a tendency to overpredict on the lower end of

the curve and underpredict on the upper end.

Regions 1 and 2 were combined and analyzed as one region. Two equations

each have two variables significant at the 95-percent confidence limit. The

equation selected was lagtime (TL) = 4.64A0'49 S_O'ZI. Region &4 had (5)

only five stations, and Region 5 only three. Therefore, neither region could

be analyzed separately. Regions 3, 4, and 5 were combined and analyzed as

one region. Only one equation had two variables significant at the 95-percent

0.43 ¢-0.31, 6)

confidence limit. The equation was T; = 13.6A
The Atlanta urban area was analyzed separately due to the effects of ur-

IA and MEIA were added as independent variables in the

0.22 ¢-0.66 1,-0.67 (7

banization on lagtime.

analysis. The equation that was selecteﬂ, Ly & 161A
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is gimilar to the rural equations, in that both rural and urban equations

nave area and slope as independent variables. Impervious area accounts for

the urbanization effect. Drainage area, (A), had a significance level of

5.8 percent, but was retained in order to provide continuity with the rural

equations. The Atlanta urban eauation (7) should be considered preliminary,

and subject to revision after more urban data are analyzed in the Rome,

Athens, Augusta, and Columbus metropolitan areas. If these additional data

show the same regionalization pattern as the rural data north of the Fall

Line, then these data will be analyzed with the Atlanta data, which could

possibly change the Atlanta urban equation.

The accuracy of regression equations can be expressed by two standard
statistical measures: The coefficient of determination, R-sauare.(the cor—
relation coefficient squared); and the standard error of regression. R-
square measures how much variation in the dependent variable can be accounted

for by the independent variables. For example, an R-square of 0.94 would

indicate that 94 percent of the variation is accounted for by the independent

variables, and that 6 percent is due to other factors. The standard error of

regression (or estimate) is, by definition, one standard deviation on each
side of the regression line and contains about two-thirds of the data within

this range. A summary of the lagtime equations and their related statistics

are given in table 2.

Limits of Independent Variables

The effective usable range of basin characteristics for the rural equa-

tions are as follows:
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North of the Fall Line

Variable Minimum Maximum Units
A 053 500 square miles
S 5.0 200 feet per mile

South of the Fall Line

Variable Minimum Maximum Units
A 0.2 500 square miles
S le3 60 feet per mile

The effective usable range of basin characteristics for the Atlanta

urban equation is as follows:

Variable Minimum .Maximum Units
A 0.2 25 square miles
S 13 175 feet per mile
IA 14 50 percent

TESTING OF LAGTIME REGRESSION EQUAT IONS
The lagtime regression equations were tested with the same four tests as
the dimensionless hydrograph. The standard error of estimate has been ex-—
plained and presented in a prior section of this report. Verification,

bias, and sensitivity are the other tests.

Verification

Split-sample testing is the process by which part of a data set 1is used

for calibration and the remaining part Zor verification or prediction. The

standard error of estimate, obtained from the calibration phase, is a meas-—
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ure of how well the regression equations will estimate the dependent variable

at the sites used to calibrate them. The standard error of prediction, on

the other hand, is a measure of how well the regression equations will esti-
mate the dependent variable at other than calibration sites according to
Sauer and others (9). Split-sample testing was used for verification of the

regression equations, both north and south of the Fall Line. It was also

used to estimate the magnitude of the average prediction error, and to

determine whether the same variables were significant. The stations from

each region were divided into two groups of about equal size. The sites were

arrayved in ascending order according to drainage-area magnitude. The odd-

nuobered events made up the first sample and the even—numbered events the

second sample. Multiple-regression analyses were performed on both regions

using only the sites in one of the samples, then recalibrated using the sites
in the other sample. The results were all acceptable, as shown in table 3.
The regression analyses yielded new regression equations similar to the

equations originally developed using all the sites in each region.

The first set of equations tentatively selected had area (A) and L/s0.5

as the two independent variables. The standard errors of regression were

about the same as for the eaquations with A and slope (S) as independent

variables for both regions. However, when split-sample testing was performed,

1/50+5 was not significant zt the 95-percent confidence limit for either

odd or even sample above the Fall Line. The equation with A and L/SO'5

was split-sample tested for the area south of the Fall Line with A not being
significant at the 95-percent confidence limit for either the odd or even

sacple. No attempt was made co analyze the Atlanta urban equation with

split-sample testing because of the limited number of stations available.
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Bias

. Two tests for bias were performed, cne for variable bias and the other

_for geographical bias. The variable-bias tests were made by plotting the

residuals (difference hetween observed and predicted lagtime) versus each of

the independent variables for all stations. These plots were visually in-

spected to determine whether there was a consistent overprediction or under-—

prediction within the range of any of the independent variables. These plots

also verified the linearity assumptions of the equations. The equations were

found to be free of variable bias throughout the range of all independent

variables.
Geographical bias was tested by plotting the residuals of observed lag-

times minus predicted lagtimes on a State map. The plot was visually in-

spected to determine if any area of the State consistently overestimated or
\. underestimated. Because this test indicated no consistent overestimation or

underestimation in any part of the State, it can be concluded that no geo=

graphical bias exists.

The same bias analyses were perfomed on the Atlanta urban equation.

There was no geographical or variable bias.

Sensitivity

The fourth test was to analyze the sensitivity of lagtime to errors in
the two independent variables in the regression equations. The computation

of these independent variables is subject to errors in measurement and judge-

ment. To illustrate the effect of such errors, the equations were tested to

determine how much error was introduced into the computed lagtime from speci-

fied percentage errors in the independent variahles. The test results are

These tables were computed by assuming that all in-

shown in tables 4 and 5.

. dependent variables were constant, except the one being tested for sensitivity.
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The Atlanta urhan equation was tested for sensitivity of lzgrtime to
errors in the three independent variables in the same manner &= the two rural

equations. The test results are shown in tahle 6.

SUMMARY
A dimensionless hydrograph was developed for Georgia streaas having
drainage areas of less than 500 mi2. This dimensionless hydrozraph can be

used to simulate flood hydrographs at ungaged sites for both r:ral and urban

streams statewide. Over 350 observed flood hydrographs were usad for its

development. For verification, the dimensionless hydrograph was applied to
169 flood hydrographs not used in its development.

Multiple-regression analysis was used to define relations tetween lagtime
and selected basin characteristics, of which drainage area and slope were
significant for the rural basins, and drainage area, slope, anc impervious
area were significant for the Atlanta urban basins. The rural squation was
regionalized into one equation for the area north of the Fall line, and one
equation for the area south of the Fall Line. Both rural equations were
verified by split—sample testing. There was no variable or geccraphical bias
in either the rural equation or the Atlanta urban equation. Sexsitivity
tests indicated drainage area as the most sensitive basin charzzzeristic in
the rural equations, and impervious area as the most sensitive Ia the Atlanta
urban equation.

A simulated flood hydrograph may be computed by applying laztime, obtained
from the proper regression equation, and peak discharge of a spscific recur-
rence interval, to the dimensionless hvdrograph. The coordinatzs of the

runoff hydrograph can be computed by rmultiplying lagtime by the :zime ratios

and peak discharge bv the discharge ratios in table 1.
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For basins larger than 500 miZ the U.S. Geological Survey computer model
CONROUT is used for simulating flood hvdrographs. CONROUT routes streamflow

from an upstream channel location to a user—defined location downstream. The

product of CONROUT is a simulated outflow discharge hvdrograph with a neak

of a specific recurrence interval at the end of a reach.
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Table 1.--Time and discharge ratios of the statewide

dimensionless hydrograph.

Time ratio
(t/fTy)

0.25
.30
.35
.40
.45
.50
«55
.60
.65
.70
75
.80
.85

.90

Discharge ratio

(Q/Qp)
0.12
.16
.21
.26
.33
.40
.49
.58
.67
.76
.84
.90

.95

.92
.86
.80
.74

.68
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Table l1.--Time and discharge ratics of the statewide

dimensionless hydrograph--continued.

Time ratio
(t/Ty)

Discharge ratio

(Q/Qp)
.62
.56
.51
.47
.43
«39
.36
.33
.30
.28
«26
.24
.22
.20
.19
.17
.16
.15
.14
«13
o 12

<1k
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Table 2.--Summary of lagtime estimating equations.

Area

North of the Fall
Line (rural)

South of the Fall
Line (rural)

Metropolitan
Atlanta

(urban)

Equation Standard error Coefficient of
of regression determination,
(percent) R2
Ty = g.648"3 52l + 31 0.94
Tlo= 14 A%~ ] + 25 .96
T, = 161A+225--6614-.67 + 19 .94
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Table 3.--Lagtime equations split-sample test results.
Number Standard error Standard error Coefficient of
of of regression of prediction determination,
Area stations Equation (percent) (percent) R2
North of the 25 Ty = 4.8840-485-0.22 + 32 2L 0.94
Fall Line
(odd)
North of the 24 - - + 32 .93
Fall Line
(even)
North of the 24 T = 4.5140-505-0.21 + 31 on .94
Fall Line
(even)
North of the 25 s - + 32 .94
Fall Line
(odd)
South of the 21 T, = 36.840:355-0.57 + 18 o .08
Fall Line
(odd)
South of the 21 -— -- + 41 .92
Fall Line
(even)
South of the 21 T = 8.63A0-485-0.21 + 26 S .96
Fall Line
(even)
South of the 21 -- - + 29 .96

Fall Line
(odd)

—--Datan not applicable.
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Table 4.--Sensitivity of computed lagtime to errors

in independent variables with the

north of the Fall Line equation.

INDEPENDENT VARIABLES

Percent error (Percent error in computed lagtime)
in independent

variable Area Slope

+50 +21.9 -8.2

+25 +11.5 -4.6

-10 -5.0 +2.2

=50 -28.5 +15.7
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Table 5.--Sensitivity of computed lagtime to e€rrors

in independent variables with the

south of the Fall Line equation.

INDEPENDENT VARIABLES
Percent error (Percent error in computed lagtime)
in independent
variable Area Slope
+50 +19.2 -11.8
+10 +4.2 -2.9
-10 -4.5 +3.3
-50 -25.9 +24.1
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Table 6.--Sensitivity of computed lagtime tO €errors

in independent variables with the

Atlanta urban eguation.

INDEPENDENT VARIABLES
Percent error (Percent error in computed lagtime)
in independent
variable Area Slope Impervious area

+50 +9.9 -23.4 -23.9

+10 +2.7 -5.9 -6.3

-25 -5.9 +21.2 +21.2

-50 -14.0 +58.1 +59.0
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Figure 3.—Plot of observed and predicted
hydrographs showing width comparisons
at 50 and 75 percent of peak flow for
an Atlanta urban station.
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‘igure 4.—Plot of observed and predicted hydrographs for width
comparisons at 50 and 75 percent of peak flow for Spring
Creek near Iron City.
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UNIT HYDROGRAPHS FOR DEVELOPING
DESIGN FLOOD HYDROGRAPHS!

Krishan P. Singh?

ABSTRACT: In Illinois, a procedure has been developed to derive
unit hydrographs for generating 100-year and probable maximum
flood hydrographs, on the basis of 11 parameters that define the
hydrograph shape very well. Regional regressions of these
parameters with basin factors show very high correlation. Thus sat-
isfactory values of parameters can be determined for ungaged areas
or those with a few years’ record. The nonlinearity in unit hydro-
graphs derived from usual floods is largely attributed to mixing
within-channel and overbank-flow flood events. To minimize the
effects of nonlinearity and to derive unit hydrographs suitable for
calculating spillway design floods, use of the proposed method of
developing such hydrographs is recommended.

(KEY TERMS: unit hydrographs; 100-year flood; maximum proba-
ble flood; unit hydrograph peak; time to peak; time base; regional
study; regional analyses.)

@

INTRODUCTION

Dam failure caused by overtopping during very
high flood conditions results mainly from inadequate
spillway capacity and insufficient freeboard. The
Corps of Engineers and many state agencies have
been preparing inspection reports or having them pre-
pared by consultants to meet the goals of the National
Dam Safety Program under PL 92-367 — The National
Dam Inspection Act. These inspection reports contain
hydraulic and hydrologic evaluations of the adequacy
of the spillway and dam to handle floods of various
frequencies without endangering the structure or
causing dam failure due to overtopping. These evalua-
tions require information on storms of various fre-
quencies and probable maximum storms, their
depth-area-duration relations, and the soil moisture
conditions at the beginning of a design storm, as well
as suitable unit hydrographs for converting design
storms into flood hydrographs.

Most of the methods in use suffer from shortcom-
ings such as 1) not enough data to satisfactorily delin-
eate the unit hydrograph shape; 2) assumptions of
unique, linear storage-discharge relationship for both
in-channel and overbank flood flow; 3) use of only
some of the explanatory variables; 4) lack of adjust-
ments to make unit hydrographs suitable for simula-
tion of floods needed for dam safety evaluations and
dam design; and 5) adherence to functional relation-
ships developed in one area for use in other areas
with different climate, soils, and land topography.

Snyder (1938) analyzed a number of hydrographs
from drainage areas in the Appalachian Mountain
region and developed the following equations:

0.3
tp=Ct(LLc) (1)
t.= tp/ 5.5 2)
q,= 6400p/ t, 3)
tpR=tp+(125(tR-tr) (4)
=640C_/t (5)

U = 80C, /g
in which t, = lagtime from the midpoint of the effec-

tive rainfall of duration t. to the peak of the unit
hydrograph, hr; tg = duration of effective rainfall
other than standard t,, hr; thR = time lag with effec-
tive rainfall duration tg, hr; ap = peak discharge for

. 1Paper No. 89102 of the Water Resources Bulletin. Discussions are open until October 1, 1891.
2Director, Office of Surface Water Resources and Systems Analysis, Illinois State Water Survey, 2204 Griffith Dr., Champaign, Illinois

61820.
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standard duration t, cfs/mi2 or cfsm; 4pR =peak dis-
" arge for duration tg; L = river length in miles from

! Q: given station to the upstream limit of the

ainage area; L, = river miles from the basin outlet
to the center of gravity of the drainage area; and Cy
and Cp are coefficients, depending on units and basin
characteristics. The t, (= tp - 0.5 t, in Figure 1
because Snyder’s to is f!?om center of effective rainfall

1inch

"'l tr}"

7
/ EFFECTIVE RAINFALL
7

Singh

to the hydrograph peak), t,, and gy, (or U, if effective
rainfall is 1 inch) are shown in Figure 1.
values of C¢ and C nave been found to be, respective-

6% in the fairly mountainous

ly, 2.0 and O
Appalachian Highlands.

Snyder’s equations give values only of tyg and 9pR
for a given tg. The U.S. Army Corps of Engineers
(COE, 1959) developed the following relations to help

in sketching a unit hvdrograph:

Up = unit-hydrograph peak
U = unit-hydrograph ordinz::z

t_ = duration of unit hydrog-aph, in

hours, equals duration cf
effective rainfall
t _ = time to unit-hydrograp- peak,
tp | in hours
M ~ = time base of unit hydrocraph, in hours

1.00 |—
t9.75= time to U/Up =0.7%, in hours
dg 75 = duration in hours for U/Up =0.75
(Similarly, for 10-50, dO.so, 10.25 and d0.25)

975 dg.75
0.75 P f >
a
=
o
10.50 do.50
0.50 e - >
t0.25 dg.25
0.25 je—>f< »
0
0
t |
I b |
TIME, hours

Figure 1. Unit Hydrograph Parameters — Definition Sketct.
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Unit Hydrographs for Developing Design Flood Hydrographs

1.08
pR

W75=440/q (6)

7
R )

in which Wqg and Wi are widths of the unit hydro-
graph in hours at discharges 75 percent and 50 per-
cent of the peak discharge. Widths are taken as
functions of peak discharge and not of the time base
because the latter is considerably affected by the
method of baseflow separation used as well as by
minor rainfall closely following a significant storm
event. Snyder (1938) proposed the following equation
to estimate the time base, tp, in days of the unit
hydrograph:

tb=3+tp/8 8

in which t,, is in hours. The shape of the unit hydro-
graph can only be roughly drawn from tg, 9pR; Wos,
W50, toRs and tp,. Assumptions of a minimum t, = 3
days and W5q = 1.75 Wy are open to question.

UNIT HYDROGRAPH FOR DAM
DESIGN AND SAFETY STUDIES

Presently used unit hydrograph procedures may be
suitable for deriving 1.1- to 5-year floods because of
the averaging processes inherent in these procedures
and the use of small to medium-sized flood events
used for deriving unit hydrographs. For spillway and
dam design and safety evaluations, unit hydrographs
suitable for deriving 100-year flood and probable max-
imum flood (PMF) hydrographs are needed. Notwith-
standing the principle of linearity of the unit
hydrograph, it is common knowledge that unit hydro-
graphs derived from very high floods generally yield
higher peaks and shorter times to the peak than those
derived from small- to medium-sized floods, although
the degree of increase in peak and decrease in time to
peak varies from basin to basin and region ‘o region,
depending on the physiographic, channel, and basin
factors. It can be assumed that the unit hydrograph
derived for developing a 100-year flood hydrograph
will also be satisfactory for developing a PMF hydro-
graph, because the portion of flood discharge carried
in bankfull channel section is rather small in compar-
ison with the 100-year flood. This is true also for the
PMF.

For satisfactory delineation of a unit hydrograph,
information is needed not only on the unit hydro-
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graph widths at 75, 50, and 25 percent of the peak
discharge, but also on the time to reach these dis-
charges from the beginning of the unit hydrograph.
This provides coordinates for nine points in the dis-
charge-time space for satisfactory delineation of the
unit hydrograph. Obviously, the time base of the unit
hydrograph given by Equation (8) is too long for small
drainage basins and needs to be evaluated carefully.
The ratio of t% and t, is given a constant value of 5.5
by Snyder (1938), but this value depends on basin fac-
tors.

The desirable parameters for delineating a unit
hydrograph are shown in Figure 1. Effective rainfall
is 1 inch, as is the runoff under the unit hydrograph.
Conversion factors are: 1 inch = 25.4 mm; 1 ft9/sec =
0.0283 m3/sec; 1 cfs = 0.00155/A in/hr where A is
drainage area in sq. mi.

UNIT-HYDROGRAPH PARAMETERS

Hickory Creek above Lake Bloomington, Illinois, is
used here for illustrating the determination of unit-
hydrograph parameters. Pertinent data for the basin
above USGS (U.S. Geological Survey) gaging station
05565000 are:

Drainage Area 9.81 mi2
Main Channel Length 6.74 mi

Main Channel Slope  11.88 ft/mi

Flow Record 1939-1959

1690, 1460, 1050, 930, 890,
855, 820, and 680 cfs

Annual Maxima
(top 8 values)

The stage hydrographs and the storms associated
with the top eight floods were examined to select four
flood events such that their flood hydrographs
(obtained by transforming the stage hydrographs with
the rating tables) were well-defined and sharp-
peaked, and had low baseflow. High flood events were
chosen because suitable unit hydrographs for develop-
ing design flood hydrographs are needed.

A baseflow separation method (Singh and Stall,
1971) was then applied. This method considers the
baseflow recession curve (at the end of the flood
event) projected backwards to the time corresponding
to the inflection point on the falling limb of the flood
hydrograph. This corresponds to the peak of the base-
flow hydrograph. This is joined by a smooth curve to
the beginning point of the flood hydrograph. The
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overall curve defines the baseflow hydrograph from
the beginning to the end of the flood hydrograph.

‘fter the baseflow separation, the surface runoff

ographs were derived for each of the four events.

e duration of the effective rainfall was estimated
from the basin hyetograph, and the rainfall intensity
was assumed uniform over the duration because of
the small-duration, intense storms. The rainfall
excess was obtained from the surface runoff hydro-
graph (or the flood hydrograph minus the baseflow
hydrograph).

A computer program calculated the unit hydro-
graph and the S-hydrograph (Chow, 1964) with dura-
tion of effective rainfall as well as with two durations
somewhat higher and two durations somewhat lower
than the effective rainfall duration. An S-hydrograph
is constructed by summing a series of identical unit
hydrographs spaced at intervals equal to the duration
of the effective rainfall. It corresponds to a continuous
effective rainfall at a constant rate of one inch per t,
hours for an indefinite period. A suitable unit-
hydrograph duration was selected based primarily on
closeness to the already estimated duration and the
smoothness of S-curves derived by assuming shorter
or longer durations. The derived unit hydrographs are
given below (Table 1).

The date refers to the day the observed flood peak
occurred; tp, tp, and ty, are in hours; SRO denotes sur-
are the surface

ff hydrograph peak and unit%xydrograph peak,
respectively, in cfs; and T is the recurrence interval in
years. The recurrence interval for the flood peak was
derived from the annual peak series, with record
length varying from about 25 to 65 years.

Unit hydrographs of the selected flood events were
examined to determine a suitable duration for all four
events by using the S-hydrograph method (Chow,
1964) from the unit hydrographs obtained earlier. An
effective rainfall duration of 1.25 hours was selected
from these analyses. The computed values of U, and

with this duration were plotted with respect to T,
and their values for T = 100 were determined by
extrapolating the fitted curves (Figure 2). The final
unit hydrograph with these expected values of Up and

Singh

tp for T = 100 is shown in Figure 2. This unit hydro-
graph is considered suitable for deriving 100-year
flood and PMF hydrographs because it reflects the
fully developed floodplain flow conditions.

The rate of change in unit-hydrograph peak flow
for a small change in the unit-hydrograph duration
(say from t, to tg) can be written as:

—a dt, = dU, (10)

integrating between t. and tg,

UyR = Uy —altg-t,) (11)
in which tg refers to the new duration and a is posi-
tive. Uy < Uy if tg > t; and vice versa. The values of
a are obtained by deriving unit hydrographs for vari-
ous values of tg with the S-hydrograph method. The
unit hydrograph parameters obtained from Figure 2
are t. = 1.25 hours; Up = 1200 cfs (from Up vs. T
curve); tg 25 = 1.75 hours; tg 50 = 2.15 hours; t9.75 =
2.60 hours, t,, = 3.50 hours; dg 75 = 2.50 hours, dg 59
= 4.45 hours; dg 95 = 7.60 hours, t}, = 18.5 hours; and
a = 120 cfs/hr. The hydrograph shape in the recession
for discharge 0.25 Uy, to zero should be approximated
by a curve asymptolic to the time axis and not by a
straight line.

REGIONALIZATION OF
UNIT-HYDROGRAPH PARAMETERS

Regionalization of unit-hydrograph parameters not
only reduces bias and errors associated with a single
station but also provides relationships for evaluating
these parameters for an ungaged area in a hydrologi-
cally and meteorologically homogeneous region. An
example is given here from a study (Singh, 1981) con-
ducted for derivation and regionalization of unit -
hydrograph parameters for Illinois. As shown in
Figure 3, the state was divided into eight hydrologi-
cally homogeneous regions on the basis of

TABLE 1. Unit Hydrographs for Four Flood Events.

t & ty SRO Q U, T
Date (hr) (hr) (hr) (inch) (cfs) (cfs) (yr)
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